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Words from the Editor ... 

Welcome to a slightly later than planned first edition of Paradox. This year we are planning a series of articles covering some of the research done in the department, in this edition we look at some of the more pure research with an article by Professor Rubinstein. Our illustrious president has written an article on Pascal's triangle, binary numbers and the Sierpinski gasket, and in this edition of Paradox Kid we have a modern day love story.

We are very keen to hear from our readers, so if you have any ideas for articles, the magazine or activities for MUMS to do, send an email to either paradox@ms.unimelb.edu.au or mums@ms.unimelb.edu.au.

— Joseph Healy, Paradox Editor

Words from the President

Welcome to the latest installment of Paradox. I have always found it refreshing that a student society is able to produce something of the standard and calibre of Paradox on a regular basis – something that is genuinely entertaining (to some people), and genuinely contains real content (as in real maths – well kind of).

Paradox is just one facet of the many-sided diverse institution known as MUMS – the Melbourne University Mathematics and Statistics Society. Paradox is the literary end of the society's activities, but there is much much more. MUMS organises many events for the interest and enjoyment of maths and stats students – and even events that interest people in general!

We've just had our annual barbecue, which was a great success; if you were there, hope you enjoyed it; if not, you'll have to wait until next time for the free food. MUMS maths talks are also well under way for this year. We organise seminars on a very broad range of topics and at a wide range of levels, so if you do have an interest in mathematics or statistics there's sure to be plenty of stuff to interest you – and the free food and drink afterwards appeal to anybody's tastes! The seminars are held on Friday afternoons, usually around 4:15 pm and usually in the Thomas Cherry Room.

And of course, the major MUMS event for the year, the Maths Olympics, is already looming on the horizon. This will be held in semester 2 and promises to be a great event as always! It is a chaotic scramble and dash for mathematical glory, and just plain fun.

So, keep your eyes peeled for upcoming events and feel free to contact us with any suggestions or feedback, either by email (mums@ms.unimelb.edu.au) or by dropping into the MUMS room (G07). You can also remain up to date in what's happening in the MUMS world by visiting our noticeboard (outside the Thomas Cherry Room, opposite the drinking fountain), or our webpage (http://www.ms.unimelb.edu.au/~mums), or by joining our mailing list by sending your request to mums@ms.unimelb.edu.au, or by reading more Paradoxes!

— Daniel Mathews, MUMS President
Research Round-Up

The Paradox team is pleased to present the first of a series of articles on some of the research that is being conducted in the Mathematics and Statistics Department. Over the coming issues we will cover some of the branches of maths that the department is involved in and give students a taste of what happens beyond their lectures.

This issue we have an article by Professor Hyam Rubinstein, who has had an involvement in the department for over 25 years.

RECOGNISING 3-DIMENSIONAL SPACES

A surface can be described by saying that around each point, there is a small open set which can be mapped one-to-one and onto an open disk in the plane. Similarly we can define 3-dimensional surfaces (manifolds) as spaces where small open neighbourhoods of points can be mapped bijectively to an open ball in $\mathbb{R}^3$. A very good source of such 3-manifolds is from knot theory. A knot is the embedded image of a circle $C$ in $\mathbb{R}^3$. However this loop can be 'knotted'. How do we classify knots, ie tell them apart? Note that if we embedded an arc in $\mathbb{R}^3$, it can always be untied by pulling the ends through any knots. However this can't be done with a loop.

A key trick is to consider the outside of the knot, rather than the knot itself. So we take $M = \mathbb{R}^3 \setminus C$ and call this the exterior of the knot, or the knot complement. Clearly $M$ is a 3-manifold, in fact it is an open subset of $\mathbb{R}^3$. (An open set $U$ has the property that if $x$ is in $U$, then all sufficiently close points to $x$ are also in $U$).

Then we can say two knots $C$ and $C'$ have equivalent complements, if there is a one-to-one and onto map between their complements $M$ and $M'$. We require such maps to be continuous with continuous inverses. Here continuity can be viewed as requiring open sets in each space to correspond under the mapping. Such a map is a topological equivalence or homeomorphism.

A famous problem was to decide if two knots have equivalent complements, does this imply that the knots are equivalent. So for knots $C$ and $C'$, we would like to have a homeomorphism of $\mathbb{R}^3$ to itself which takes $C$ to $C'$.

This was solved by two Texas mathematicians (one ex Scottish) Cameron Gordon and John Luecke in 1987, by a very long and difficult argument. So next, how do we decide if two knot complements are equivalent. Here there is a known algorithm, but the problem is to decide whether there is a practical procedure. Various people have been working on this recently; the knot recognition problem is in the class NP, but it is also known there are many beautiful new invariants to distinguish knot complements and knots. Many of these come from ideas in mathematical physics (topological quantum field theories) and are polynomials, computed by looking at knot projections.

A knot projection is obtained by taking a light and shining it from behind a knot onto a screen. So the knot becomes a curve on the plane, and the 'overcrossings' and 'undercrossings' are kept in the picture, so the knot can be reconstructed from its projection.
To finish, one can think about the general problem of deciding if two 3-manifolds are equivalent or not. A classical result (the 'Hauptvermutung') states that every 3-manifold can be triangulated, ie divided up into tetrahedra, glued along their faces, edges and vertices. So a compact 3-manifold is one which can be built from finitely many such tetrahedra.

Since tetrahedra can be subdivided into smaller tetrahedra, it is difficult to compare triangulations. We do know that if two manifolds are equivalent, then any two triangulations of them can be subdivided to match exactly. However we don't know how to bound the number of subdivisions needed to achieve this.

In 1992 I studied the special case of the 3-ball. By a minimax procedure, I was able to come up with an algorithm to decide if a compact 3-manifold with 2-sphere boundary was equivalent to the 3-ball. The idea goes back to Poincare and Birkhoff. Take a 'flexible' 2-sphere and start at the boundary of the 3-ball, gradually moving the 2-sphere into the interior and then shrinking it to a point. We call this a sweepout of the 3-ball. If the 3-ball has some weird triangulation, we can take the sweepout for which the largest 2-sphere is as small as possible, ie the most efficient sweepout. The smallest largest 2-sphere is called the minimax sphere. (The size of a 2-sphere is measured by the number of intersections of it with the edges of the triangulation.)

It turns out that this minimax 2-sphere has a nice structure, called 'almost normal'. Wolfgang Haken (who together with Appell) solved the 4 colour mapping problem, had previously described a theory of normal surfaces. These meet every tetrahedron in small triangles (cutting off corners) or quadrilaterals (separating two opposite edges of a tetrahedron). An almost normal surface has one special piece, usually an octagon in a tetrahedron. Then there is an algorithm (based on Haken's ideas) to find this minimax 2-sphere (if it exists) and recreate the sweepout, showing the manifold is indeed the 3-ball.

The class of 3-manifolds for which the recognition problem can be solved, is called the Haken 3-manifolds. All knot complements are Haken, as are many compact 3-manifolds. However there are also probably lots of non Haken examples for which no general recognition procedure is yet known.

Professor Rubinstein is a long serving member of staff at the Department of Mathematics and Statistics, University of Melbourne. His affiliation with the department spans more than 25 years. His main areas of research include low-dimensional topology, minimal surfaces and shortest network design. You can find his homepage at http://www.ms.unimelb.edu.au/~rubin/.
Maths Haiku

After last years inundation of the Paradox mail box, I am pleased to present a selection of the many fine Haiku we received.

Apple π with pears
πs with lashings of custard
apricots and cream

Multiply and add
Then subtract and divide them
And the answer is ...
delightful wondrous
captivating marvellous
phenomenal maths

Five, seven and five
Haiku syllables are strange
At least they're all primes

A PROOF THAT \( \sqrt{2} \) IS IRRATIONAL

Suppose rational
Let fraction be p on q
hcf is 1

Square both sides and so
\( \frac{p^2}{q^2} = 2 \)  Read: p squared on q squared is 2
then multiply out.
But then p's even...
... But then q's even! Bang! wow!
Like freakout! Pigs fly!

AN ODE TO CONSTRUCTABILITY IN TRIUMVIRATE OF HAiku

Ruler and compass
Degree of field extension
Must be power of 2.

Squaring the circle!
Ha ha you stupid doofus!
\( \pi \) transcendental!

Duplicating cube?
[\( Q(\sqrt[3]{2}) : (Q) \)]  Read: 'Q cube root of two to Q'
Degree three, not two!
The Adventures Of Paradox Kid

Two fields, both alike in obscurity,
In fair Maths and Stats where we lay our scene,
From ancient grudge break to new mutiny,
Where administrative blood makes administrative hands unclean.
From forth the fatal research of these two foes,
A pair of dot-cross'd mathematicians take their career,
Whole misadventured Fitzus overthrows,
Do with their fate bury their research groups' strife...

Oh, but before we get into the story, we have to award a prize to Andrew Rodgers for solving last issue's problem!

Thanks, P.R.!

Anyway, this is the story of p-med (RHD-MED) and JuliaJet, two of the top young researchers of this Department. p-med was a new honours student in the Pure Maths Research Group. JuliaJet was a young lecturer in applied. For years the two research groups had hated each other, and people from one group were forbidden to write papers with people from the other...
... One day O-MEO, despite all his group's warnings to the contrary, attended a seminar given by the Applied Group. Juliaset was giving the seminar that day.

He fell in love with her research, and as soon as he asked a question after her talk, she fell in love with his mathematical intellect too. They knew they'd have to work together.

So, many evenings O-MEO would climb into Juliaset's office via the balcony and they would research till dawn.

The time was approaching when O-MEO would have to choose a supervisor. He desperately wanted to be supervised by Juliaset, but his group wouldn't hear of it.

"No, we won't hear of it! You cannot be supervised by an applied academic! We have arranged for a pure lecturer to take you under his wing, and you will study under him."

BUT...
RESPONDENT, P-MEO TURNED TO THE ADMIN STAFF FOR HELP...

WHAT CAN I DO? I HAVE TO HAND MY FORM IN TO YOU BY TOMORROW AND I WANT TO BE SUPERVISED BY JULIASSET, BUT IT LOOKS LIKE I'LL HAVE TO BE SUPERVISED BY A PURE ACADEMIC INSTEAD.

WELL, DO YOU REALLY LOVE HER RESEARCH AREA?

YES! I SWEAR THAT IF I HAVE TO DO A PURE THESIS I'LL PUT ON A LEFT FOCUS T-SHIRT AND WALK THROUGH THE COMMERCE DEPARTMENT.

NO, PLEASE P-MEO, THEY'D KILL YOU...

WHY DON'T YOU INSTALL A DEMO VERSION OF TETRIS ON YOUR COMPUTER? EVERYONE WILL ASSUME THAT IT'S THE FULL VERSION AND THAT YOU'LL SPEND THE REST OF YOUR DAYS PLAYING TETRIS. THE PURE PEOPLE WILL THINK YOUR ACADEMIC CAREER IS OVER AND WON'T WANT YOU IN THEIR GROUP ANYMORE. BUT IN 30 DAYS THE LICENSE WILL EXPIRE AND YOU'LL BE ABLE TO WORK AGAIN. MAKE SURE YOU EMAIL JULIASSET TO TELL HER IT'S JUST A DEMO VERSION though.

SO P-MEO SENT OFF AN EMAIL TO JULIASSET EXPLAINING HIS PLAN, AND THEN INSTALLED A DEMO VERSION OF TETRIS. HE FELL INTO A TETRIS-PLAYING DAZE, UNABLE TO TAKE HIS EYES OFF THE SCREEN.

OH NO, WE'VE LOST P-MEO! HE'S INSTALLED TETRIS! WHAT A TRAGIC WASTE.
So all was going to plan: the pure staff no longer thought about coercing P-Meo to stay in their group, and Julia set had only to read her email and then wait for the 30 day evaluation period to be over before she could begin to research with her young protégé. Unfortunately...

Oh no! My email server is down again. I guess I won't be able to check my emails for a while...

Hey Julia set, did you hear? P-Meo installed Tetris on his computer! Thats just checking, hey? It doesn't mean he'll play, does it?

Oh no, poor P-Meo! What has he done? How can I ever work again knowing that he gave up his career rather than work with someone other than me... I'm going to install Tetris too!

30 days later P-Meo emerges from his Tetris-induced daze. He rushes straight to Julia set's office to collaborate, but...

...and so P-Meo installed the full version of Tetris on his computer too, and the Melbourne Uni Maths and Stats department lost two of its finest young researchers.

Seeing their loss, the two research groups ended their feud and published many fine papers together.

So remember, despite what we learn from set theory, the whole is greater than the sum of the parts. So collaborate freely and form unions with people even if your fields are disjoint. Finally, stay away from Tetris before your upcoming exams.
Adventures with Pascal’s triangle and Binary Numbers

Some of us have probably seen the following array of numbers before:

```
    1
   1 1
  1 2 1
 1 3 3 1
1 4 6 4 1
```

Where, as one can see, each entry is obtained by adding the two entries directly above it – Pascal’s triangle as it’s known.

All sorts of fun stuff occurs when one plays around with Pascal’s triangle. For instance, let’s look at the parity of the numbers in this triangle (i.e., whether they’re even or odd) – as one does, of course! Let’s count how many odd and even numbers there are in each row.

<table>
<thead>
<tr>
<th>Number of Odd Entries</th>
<th>Number of Even Entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 1</td>
<td>2 0</td>
</tr>
<tr>
<td>1 2 1</td>
<td>2 1</td>
</tr>
<tr>
<td>1 3 3 1</td>
<td>4 0</td>
</tr>
<tr>
<td>1 4 6 4 1</td>
<td>2 3</td>
</tr>
<tr>
<td>1 5 10 10 5 1</td>
<td>4 2</td>
</tr>
<tr>
<td>1 6 15 20 15 6 1</td>
<td>4 3</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

I’m particularly interested in the number of odd entries in each row, because they turn out to be quite odd. (Sorry about that one, I just couldn’t help it). We obtain the following sequence of numbers:

```
1, 2, 2, 4, 2, 4, 4, 8, 2, 4, 4, 8, 4, 8, 8, 16, 2, 4, 4,…
```

If you look at that one for a while, it turns out to be quite interesting. But we’ll delay that for a bit. Let’s turn our mind to something equally obscure… remember binary numbers from school? Yes that’s right, those numbers which only used the digits 0 and 1 (not 2 through 9), and where the place value of each digit was not 1, 10, 100, 1000 and so on, but instead 1, 2, 4, 8, etc.

Let’s write out the first few numbers in binary, starting from zero, just to get the hang of it:

```
0, 1, 10, 11, 100, 101, 110, 111, 1000, 1001, 1010, 1011,…
```

Hmmm, well writing out binary numbers is one way to spend a rainy day. But now let’s consider the number of 1’s in the binary representation of each number.
Number in decimal | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10
Number in binary  | 0 | 1 | 10 | 11 | 100 | 101 | 110 | 111 | 1000 | 1001 | 1010
Number of 1's     | 0 | 1 | 1 | 2 | 1 | 2 | 2 | 3 | 1 | 2 | 2

Well what the heck, after all that experience I bet we’re feeling a bit wild so let’s do something crazy – let’s take all these numbers we just got (that is, the number of 1’s in each number’s binary representation), and let’s take 2 to the power of it. We get:

$$1, 2, 2, 4, 2, 4, 4, 8, 2, 4, 4, 8, 4, 8, 8, 16, 2, 4, 4, \ldots$$

which looks entirely familiar... yes, it looks like these two sequences, the number of odd entries in each row of Pascal’s triangles, and the number of 1’s in the binary representation of each number, are in cahoots! Yes they’re identical! This leads us to the remarkable equation, generalising what we just saw:

$$\text{(#Odd entries in n'th row of Pascal's triangle)} = 2^{(#1's \text{ in binary representation of } n)}$$

This is indeed an obscure connection. But we can prove it. Well, I’m not going to prove it rigorously but I’ll give you the idea. Firstly, look at how the odds and evens appear in Pascal’s triangle:

This looks quite remarkable and, for those who know something about fractals, it has exactly the same pattern as the Sierpinski gasket. The rows with all odd numbers are rows number 0, 1, 3, 7, 15, ... These look like all the numbers which are one less than a power of 2, and in fact this is true — all rows numbered $2^n - 1$ for some $n$ have all entries odd. You see, when we have an all-odd row, the next row is all-even, so the odds wipe themselves out completely (since each entry in the next row is the sum of the two entries above it — odd + odd = even). But not quite completely — the two extremities of the next row are odd, as each of them only has one entry above it. So now we have two odd entries in the next row (row number $2^n$), at the very extremities.
But what happens now? The whole process starts again, TWICE! That is, the two odd entries at either side start entirely new versions of the original triangle, in exactly the same pattern! And they don’t intersect for a while because they are so far apart – they can only spread down like the original triangle. In fact, they are just so far apart (you can check it if you like) so that, at the next power-of-two-minus-one, \(2^{n+1} - 1\), they are just about to intersect and the row is all odd again! So the odds wipe themselves out again and the doubling process starts all over again, so on and so forth.

What has this got to do with binary numbers? Well the power of 2 gives us a clue. We can actually write an equation out of my last two paragraphs of rambling, believe it or not.

First, let the number of odd entries in the \(n\)th row be \(f(n)\). We already know because of our wipe-out theory that at every power of 2 there are only 2 odd entries, so \(f(2^k) = 2\) for all possible \(k\). Because of the way that the triangle replicates itself twice, if we go, say \(x\) steps beyond the “doubling point” \(2^n\), then the point we get to is a point \(x\) steps into the original triangle, copied twice. So the number of odd entries in row number \(2^n + x\) is twice the number of odd entries in row number \(x\). That is,

\[
f(2^n + x) = 2f(x).
\]

Excellent! But we have to remember that this doesn’t work for all \(x\), because if we go too far past \(2^n\) the triangle will have wiped itself out again. We can check that it only works for \(x\) between 0 and \(2^n - 1\). Phew!

Now to bring the binary numbers into it. When a number is written in binary form, we are basically writing it as a sum of powers of 2. For example,

\[
10_2 = 2^1 \\
1101_2 = 2^3 + 2^2 + 2^0
\]

So, if we think about it, we can use the \(f\) formula on these powers of 2 because, for instance,

\[
f(2^3 + 2^2 + 2^0) = f(2^3 + \text{other stuff}) = 2f(\text{other stuff})
\]

(You can check for yourself that the other stuff is always within the right limits). We can now use this idea to figure out \(f\) of some numbers.

\[
f(10_2) = f(2^1) = 2 \text{ (as f of a power of 2 gives 2)}
\]

\[
f(1101_2) = f(2^3 + 2^2 + 2^0) = f(2^3 + (2^2 + 2^0))
\]
\[ 2f(2^2 + 2^6) = 4f(2^9) = 8 \]

And so, we can see, for every power of 2 in the sum, we have a factor of 2! But the number of powers of 2 we write out is just the number of digits in the binary representation. So we have a connection! To see this more clearly, take any old binary number with, say, \( m \) 1's in it.

\[
\begin{array}{c|c}
\text{m 1's} & \text{m terms} \\
\hline
1101011101\ldots101 & \text{stuff} + 2 \text{other stuff} + \ldots + 2 \text{more stuff} \\
& f(\text{stuff} + 2 \text{other stuff} + \ldots + 2 \text{more stuff}) \\
& 2f(2 \text{other stuff} + \ldots + 2 \text{more stuff}) \\
& (m \text{ times}) \\
& 2^m
\end{array}
\]

And so we have it, O intrepid mathematical adventurers! This proves the result.

Daniel Mathews

Paradox Problems

The following are some maths problems for which prize money is offered. The person who submits the best (i.e. clearest and most elegant) solution to each problem will be awarded the sum of money indicated beside the problem number. Solutions may be emailed to paradox@ms.unimelb.edu.au or you can drop a hard copy of your solution into the MUMS pigeon-hole near the Maths and Stats Office in the Richard Berry Building.

1. **Just Enough Petrol ($5)**
   
   There are \( n \) identical cars on a circular track. Among all of them, they have just enough petrol for one car to complete a lap. Show that there is one car which can complete a lap by collecting petrol from the other cars on its way around.

2. **Towns and Pubs ($10)**
   
   There are exactly \( n \) towns and \( n \) pubs, no three of which lie on a straight line. No matter how the towns and pubs are positioned, can you always join each town to a different pub with a straight line road so that none of the roads intersect?
3. **A Number Puzzle** ($5)

Can you complete the blanks below to make each sentence true?

- The number of times the digit 0 appears in this puzzle is __
- The number of times the digit 1 appears in this puzzle is __
- The number of times the digit 2 appears in this puzzle is __
- The number of times the digit 3 appears in this puzzle is __
- The number of times the digit 4 appears in this puzzle is __
- The number of times the digit 5 appears in this puzzle is __
- The number of times the digit 6 appears in this puzzle is __
- The number of times the digit 7 appears in this puzzle is __
- The number of times the digit 8 appears in this puzzle is __
- The number of times the digit 9 appears in this puzzle is __

4. **What Mathematicians Talk About** ($10)

Two integers, \( m \) and \( n \), each between 2 and 100 inclusive, have been chosen. The product, \( mn \), is given to mathematician \( X \). The sum, \( m + n \), is given to mathematician \( Y \). Their conversation is as follows.

\( X \): I don’t have the foggiest idea what your sum is, \( Y \).

\( Y \): That’s no news to me, \( X \). I already knew that you didn’t know.

\( X \): Aha, NOW I know what your sum must be, \( Y \)!

\( Y \): And likewise \( X \), I have surmised your product!

Find the integers \( m \) and \( n \).

**WINNERS FROM YESTERYEAR.**

The following people won prize money by solving Paradox Problems from last year. E-mail to collect your money!

- Issue 1, Problem 1 - ($5) Greg Duck
- Issue 1, Problem 2 - ($10) Toby Ord
- Issue 2, Problem 1 - ($5) Thomas Taverner

Norm Do (norm@ms.unimelb.edu.au)