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Abstract

We consider the physical combinatorics of critical lattice models and their associated conformal field theories arising in the continuum scaling limit. As examples, we consider $A$-type unitary minimal models and the level-1 $\mathfrak{sl}(2)$ Wess-Zumino-Witten (WZW) model. The Hamiltonian of the WZW model is the $U_q(\mathfrak{sl}(2))$ invariant XXX spin chain. For simplicity, we consider these theories only in their vacuum sectors on the strip. Combinatorially, fermionic particles are introduced as certain features of RSOS paths. They are composites of dual-particles and exhibit the properties of quasiparticles. The particles and dual-particles are identified, through an energy preserving bijection, with patterns of zeros of the eigenvalues of the fused transfer matrices in their analyticity strips. The associated $(m,n)$ systems arise as geometric packing constraints on the particles. The analyticity encoded in the patterns of zeros is the key to the analytic calculation of the excitation energies through the Thermodynamic Bethe Ansatz (TBA). As a by-product of our study, in the case of the WZW or XXX model, we find a relation between the location of the Bethe root strings and the location of the transfer matrix 2-strings.
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1 Introduction

The phrase physical combinatorics \cite{1,2} was termed in 2000 to refer to a new body of results appearing at the intersection of solvable lattice models \cite{3}, representation theory of Conformal Field Theory (CFT) and combinatorics. The term quasiparticle takes somewhat different meanings according to the field, but we use (fermionic) quasiparticles in the sense described by McCoy and his collaborators \cite{4} in the early nineties. More specifically, physical combinatorics is the combinatorial realization of finitized conformal characters \cite{5,6} (or more generally conformal partition functions built from such characters) as generating functions of diagrammatic objects weighted by an energy statistic $E \in \mathbb{N}$ for system size $N$

$$
\chi^{(N)}_{\Delta}(q) = q^{-c/24 + \Delta} \sum_{\text{object}} q^{E(\text{object})}, \quad \chi_{\Delta}(q) = \lim_{N \to \infty} \chi^{(N)}_{\Delta}(q) \quad (1.1)
$$

where $c$ is the central charge. In the thermodynamic limit $N \to \infty$, this leads to fermionic expressions for the conformal characters $\chi_{\Delta}(q)$ as positive term series in the modular parameter $q$. In the limit $q \to 1$, the finitized character $\chi^{(N)}_{\Delta}(q)$ counts the number of states for system size $N$. The diagrammatic objects can be strings, lattice paths, rigged configurations, Young tableaux or other suitable combinatorial construct. Ultimately, these combinatorial objects should manifest the nature of the constituent fermionic quasiparticles.

Historically, physical combinatorics first appeared in the context of the string hypothesis \cite{7} of Bethe’s solution \cite{8} of the Heisenberg (spin-$\frac{1}{2}$ XXX) quantum spin chain. For each allowed eigenvalue of the commuting family $T(u)$ of finite-size transfer matrices, Takahashi’s string hypothesis posits the allowed patterns of zeros in the complex plane of the spectral parameter $u$. More correctly, the hypothesis specifies the zero patterns of the eigenvalues of Baxter’s auxiliary matrices $Q(u)$ but the eigenvalues $T(u)$ are easily reconstructed from the eigenvalues $Q(u)$ through the Bethe ansatz \cite{8}, or equivalently, Baxter’s $T$-$Q$ relation \cite{9}. In the intervening years, there have many works \cite{10,11,12,13,14,15,16,17,18,19,20,21,22} developing the enumeration and study of Bethe states in terms of strings, rigged configurations and Young tableaux. Most notably, in the case of the XXZ spin chain with periodic boundary conditions, there is still some debate about whether the set of Bethe states given by the string hypothesis is complete \cite{23,24,25}.

A major advance in the methods of physical combinatorics came with the advent of Baxter’s one-dimensional configurational sums $X^{(N)}(\hat{q})$ which derive from off-critical Corner Transfer Matrices (CTMs) \cite{3}. The one-dimensional configurational sums are generating functions for one-dimensional lattice paths weighted by an energy statistic. In the prototypical example of the minimal models \cite{26} with central charges

$$
c = 1 - \frac{6}{L(L+1)} \quad (1.2)
$$

the finitized conformal characters exactly coincide, at least formally, with the one-dimensional configurational sums of the Andrews-Baxter-Forrester (ABF) Restricted-Solid-On-Solid (RSOS) models \cite{27} in the off-critical regime III

$$
\chi^{(N)}(q) = \hat{q}^{-c/24} X^{(N)}(\hat{q}) \bigg|_{\hat{q}=q} \quad (1.3)
$$

This is surprising, and even logically inconsistent, since the $q$ in the finitized characters is the modular parameter whereas the $\hat{q}$ in the one-dimensional configurational sums is the elliptic nome.
measuring the departure from criticality. While this approach has proved very successful [1] [2] and has led to the notion of crystal basis [28], it is natural to ask whether this approach to physical combinatorics really is physical. This approach also has the inherent limitation that it can only be applied with fixed and not periodic boundary conditions. There have been many subsequent works studying the eigenvalues and physical combinatorics of the RSOS models both with periodic [29] [30] [31] and fixed [32] [33] [34] [35] [36] boundary conditions but perhaps the lattice path approach to the physical combinatorics of the RSOS is best typified by the work of Warnaar [37] [38].

Following [39], the approach we adopt in this paper removes the logical inconsistency of invoking properties of off-critical models to study the physical combinatorics of critical RSOS models. It unifies the approaches based on strings and lattice paths. Moreover, our methods can be applied to larger classes of boundary conditions, including models with periodic boundaries which are not tractable by previous lattice path methods. We consider the ABF RSOS $A_L$ models and the XXX quantum spin chain (or $s\ell(2)_1$ WZW lattice model) in their vacuum sectors. The logic is as follows. The eigenvalues $D(u)$ of the double row transfer matrices are classified by their zero patterns involving 1- and 2-strings. The 2- and 1-strings correspond to particles and dual-particles respectively and are fermionic in the sense that there is an exclusion and only one can occupy a given position. These zero patterns encode the analyticity information needed to calculate the conformal energy by solving the Thermodynamic Bethe Ansatz (TBA) [40] [31]. The zero patterns characterizing the eigenvalues are associated with one-dimensional lattice paths by an energy-preserving bijection. These lattice paths, weighted by their energies, exactly coincide with the one-dimensional configurational sums. Quasiparticles are introduced combinatorially by decomposing the one-dimensional lattice paths into certain features, such as pyramids, which are identified as particles.

The layout of the paper is as follows. Quasiparticles are introduced combinatorially by decomposing one-dimensional lattice paths in Section 2. Their properties are also discussed. In Sections 3 and 4, for the ABF RSOS and XXZ models respectively, we solve the TBA equations for the conformal energies analytically based on the analyticity encoded in the patterns of 1- and 2-strings. We conclude with a discussion in Section 5. Details on Young diagrams, rigged configurations and dilogarithm identities [31] [41] [42] are relegated to Appendices.

## 2 Combinatorial Quasiparticles

In this section we introduce the notions of particles in a purely combinatorial manner. The connection with various lattice models is established in the next section.

Combinatorially, particles are introduced via features of Restricted Solid-On-Solid (RSOS) paths. In principle, the paths can be arbitrary paths on Dynkin diagrams of $A-D-E-T$ or more general type, but here we only consider $A_L$ (linear) and $T_L$ (tadpole) diagrams with $L$ nodes (Figure 1). We denote by $T_L$ the tadpole diagram with a single loop at node $j = 1$ and by $T'_L$ the tadpole diagram with a single loop at node $j = L$. On the Dynkin diagram $A_L$ with $L$ fixed, an $N$-step path $a = \{a_0, a_1, a_2, \ldots, a_N\}$ satisfies the RSOS constraint $a_{j-1} - a_j = \pm 1$ with $a_{j-1} \in \{1, 2, \ldots, L\}$ for $j = 1, 2, \ldots, N$. On the tadpole diagram $T_L$ paths with steps along the baseline with $a_{j-1} = a_j = 1$ are also allowed. In this case, we take $L = \lfloor N/2 \rfloor + 1$ corresponding to the maximum height occurring in an $N$-step path. We will only consider the vacuum sector with boundary conditions given by $a_0 = a_N = 1$, $a_{N+1} = 2$. 


2.1 Pure particles

On $A_L$, pure particles of type $a$ correspond to pyramids of height $a$ and baseline width $2a$. There are thus $L-1$ types of pyramid particles. In addition, on $T_L$, we allow tower particles consisting of a single step along the baseline with $a_{j-1} = a_j = 1$. A typical path can contain many particles. Let $n_a$ with $a = 1, 2, \ldots, L-1$ be the number of pyramid particles of type $a$ and let $n_0$ denote the number of tower particles. Since there can only be 0 or 1 particles of a given type at a given $j$, there is an exclusion principle and the particles are fermionic in nature.

2.2 Dual particles

On $A_L$, a particle of type $a$ is decorated by $a(a-1)$ dual-particles as indicated in Figure 2. In this sense particles are composites of dual-particles. On $A_L$ and $T_L$, the type of the dual-particle is fixed by the relative height above the particle baseline. Specifically, a dual-particle of type $a$ appears at a height $a$ above the baseline of the particle which contains it. On $A_L$, there are $L-2$ types of dual-particles whereas, on $T_L$, there are $L-1$ different types. On $T_L$, the tower particles are decorated by a complete tower of $L-1 = \lfloor N/2 \rfloor$ dual-particles.
are decorated by a complete tower of $L-1 = \lfloor N/2 \rfloor$ dual-particles. A typical path can contain many dual-particles. Let $n_a$ with $a = 1, 2, \ldots, L-1$ be the number of dual-particles of type $a$. Since there can only be 0 or 1 dual-particles of a given type at a given lattice point $j$, there is an exclusion principle and the dual-particles are also fermionic in nature.

### 2.3 Geometric packing and $(m, n)$ systems

The $(m, n)$ systems describe the possible particle contents and arise from the geometric packing constraints of particles and dual-particles along an $N$-step path. The adjacency matrices that appear in the $(m, n)$ systems differ from the adjacency matrices of $G = A_L, T_L$ for the original paths and are in fact those of the dual graphs $G^*$. Let $A$ denote the adjacency matrix of $G^* = A_{L-2}$ or $T'_L$ so that the corresponding Cartan matrix is

$$
C = 2I - A \quad (2.1)
$$

$A_L$: The geometric packing constraints to accommodate $n_a$ particles of type $a$ and $m_a$ dual-particles of type $a$ along a path of $N$ steps on $G = A_L$ are

$$
\begin{align*}
N &= 2n_1 + 4n_2 + 6n_3 + 8n_4 + \cdots + 2(L-1)n_{L-1} \\
 m_1 &= 2n_2 + 4n_3 + 6n_4 + \cdots + 2(L-2)n_{L-1} \\
 m_2 &= 2n_3 + 4n_4 + \cdots + 2(L-3)n_{L-1} \\
 m_3 &= 2n_4 + \cdots + 2(L-4)n_{L-1} \\
 &\vdots \\
 m_{L-2} &= 2n_{L-1}
\end{align*}
$$

Rearranging yields an $(m, n)$ system of $G^* = A_{L-2}$ type

$$
m_a + n_a = \frac{1}{2} N \delta(a, 1) + \frac{1}{2} \sum_{b=1}^{L-2} A_{a,b} m_b, \quad a = 1, 2, \ldots, L-2 \quad (2.2)
$$

where

$$
n_{L-1} = \frac{N - 2n_1 - 4n_2 - 6n_3 - \cdots - 2(L-2)n_{L-2}}{2(L-1)} \quad (2.4)
$$

and

$$
N \geq m_1 \geq m_2 \geq \cdots \geq m_{L-2} \geq 0 \quad (2.5)
$$

Here $A$ is the $A_{L-2}$ adjacency matrix. Notice that $N$ and $m_a$ must all be even.

Starting with the $(m, n)$ system, it is possible to eliminate the particle numbers $n_a$ in favour of the dual-particle numbers $m_a$ or vice-versa. It is this fact that underlies the duality between particles and dual-particles. Which is to be regarded as the more fundamental is a matter of choice. Explicitly, using column vectors, the $(m, n)$ system can be written in the alternative forms

$$
m + n = \frac{1}{2}(Ne_1 + Am), \quad n = \frac{1}{2}(Ne_1 - Cm), \quad m = C^{-1}(Ne_1 - 2n) \quad (2.6)
$$

where

$$
m = (m_1, m_2, \ldots, m_{L-2})^T, \quad n = (n_1, n_2, \ldots, n_{L-2})^T, \quad e_1 = (1, 0, 0, \ldots, 0)^T \quad (2.7)
$$
and the inverse Cartan matrix of $A_{L-2}$ is
\[ C_{ab}^{-1} = \frac{1}{L-1} \min\left(a(L-1-b), b(L-1-a)\right) \]  

(2.8)

$T_L$: Let $L = \lceil N/2 \rceil + 1$ and let $n_0$ be the number of tower particles. Then the geometric packing constraints to accommodate $n_a$ particles of type $a$ and $m_a$ dual-particles of type $a$ along a path of $N$ steps on $G = T_L$ are
\[
    N = n_0 + 2n_1 + 4n_2 + 6n_3 + 8n_4 + \cdots + 2(L-1)n_{L-1} \\
    m_1 = n_0 + 2n_2 + 4n_3 + \cdots + 2(L-2)n_{L-3} + 2(L-1)n_{L-2} + 2(L-2)n_{L-1} \\
    \vdots \\
    m_{L-3} = n_0 + 2n_{L-2} + 4n_{L-1} \\
    m_{L-2} = n_0 + 2n_{L-1} \\
    m_{L-1} = n_0
\]  

(2.9)

Rearranging yields an $(m,n)$ system of \(G^* = T'_{L-1}\) type
\[
    m_a + n_a = \frac{1}{2}N \delta(a,1) + \frac{1}{2} \sum_{b=1}^{L-1} A_{a,b} m_b, \quad a = 1, 2, \ldots, L-1
\]  

(2.10)

where $A$ is the $T'_{L-1}$ adjacency matrix. Explicitly this yields the inversion of (2.9) in the form
\[
    n_1 = \frac{1}{2}N + \frac{1}{2}m_2 - m_1 \\
    n_a = \frac{1}{2}m_{a-1} + \frac{1}{2}m_{a+1} - m_a, \quad 2 \leq a \leq L - 2 \\
    n_{L-1} = \frac{1}{2}m_{L-2} - \frac{1}{2}m_{L-1}
\]  

(2.11)

Notice that for each $a$, $m_a = N \mod 2$ and
\[
    N \geq m_1 \geq m_2 \geq \cdots \geq m_{L-1} \geq 0
\]  

(2.12)

This $(m,n)$ system can also be written in the alternative forms (2.6) where
\[
    \mathbf{m} = (m_1, m_2, \ldots, m_{L-1})^T, \quad \mathbf{n} = (n_1, n_2, \ldots, n_{L-1})^T, \quad \mathbf{e}_1 = (1, 0, 0, \ldots, 0)^T
\]  

(2.13)

and, explicitly,
\[
    C_{ab}^{-1} = \min(a,b), \quad C^{-1}\mathbf{e}_1 = \mathbf{e} = (1, 1, \ldots, 1)^T
\]  

(2.14)

2.4 Decomposition of paths into particles

In addition to translational motion, pure particles can be sliced and diced and turned upside-down. To see the particle content of an arbitrary path, as in Figure 3, we need an algorithm to decompose the path into pure particles and complexes of overlapping particles. Since the particles are composites, the dual-particles must be carried along with the particles. Moreover, the algorithm must yield a bijection so that it is possible to return to the original path given the configuration of particles and dual-particles.

The particle decomposition algorithm we use is based on the bijective decomposition of Warnaar [37, 38] but is modified to be more symmetric. This modification is required to make contact with the various lattice models in the next section. Explicitly, the algorithm to decompose an arbitrary $A_L$ or $T_L$ path to reveal the particle content and configurations of particles and dual-particles is as follows:
In this way pure particles not only move (have different locations) but also can be sliced and diced and turned upside-down. In this example there are particles of type 1, 1, 2, 2, 3 at $j = 1, 5, 5, 13, 13$ and dual-particles of type 1 at $j = 3, 7, 9, 10, 12, 14, 16, 17$ and type 2 at $j = 10, 16$.

1. Identify any tower particles and decorate them with dual-particles. These tower particles automatically separate the path into non-overlapping complexes with respect to the initial baseline at height 1.

2. For each current baseline, separate the pure particles from the complexes and decorate the pure particles. A complex with respect to the current baseline is any segment of the path, starting and ending at the baseline, that is not a pyramid.

3. For each current complex, identify the left-most and right-most global maxima and connect these with a new baseline. The left-most and right-most global maxima may coincide and in this case no new baseline is drawn.

4. From each left (right) maxima, outline the profile of the complex moving continuously down and to the left (right) drawing new baselines as needed. This process introduces new baselines at the heights of secondary peaks as they are encountered. Decorate the sliced particles corresponding to these maxima.

5. Stand on your head, identify all the current baselines and go to 2.

The iterative stages of this particle decomposition algorithm are illustrated in Figure 4. The pure particles are solitons in the sense that they can move together from far apart, interact and then re-emerge as unchanged pure particles. This holds generally but is illustrated for particles of types 1 and 3 and particles of types 2 and 3 moving through each other in Figures 4 and 5 respectively.

2.5 Particle content and string patterns

The content of particles and dual particles is conveniently encoded in a pattern of 1- and 2-strings in a number of physical strips as in Figures 5 and 6. The strips can be displayed horizontally or vertically as convenient. Anticipating the connection with lattice models, we call such patterns string patterns or zero patterns. A particle of type $a$ at position $j$ corresponds to a 2-string in strip $a$ at position $j$, that is, a pair of zeros at the two edges of the strip with a common coordinate along the strip. A dual-particle of type $a$ at position $j$ corresponds to a 1-string in the center of strip $a$ at position $j$. Although the positions $j$ are used to initially generate the string patterns, only the relative ordering of 1- and 2-strings in each separate strip is relevant. String patterns with the same relative orderings of 1- and 2-strings are regarded as equivalent.
Figure 4: Illustrative example showing three iterative stages of the algorithm for decomposing a particular $A_L$ path to reveal the particle content and configurations of particles and dual-particles.
Figure 5: A particle of type 1 moving from right to left through a particle of type 3. The configurations as the particle of type 1 progresses further to the left are obtained by reflecting in the vertical. Like solitons, after the interaction, the particles maintain their integrity. On the right, the type 1 and 2 particle and dual-particle content is shown as a string pattern in two strips.

Figure 6: A particle of type 2 moving through a particle of type 3. Like solitons, after the interaction, the particles maintain their integrity. On the right, the type 1 and 2 particle and dual-particle content is shown as a string pattern in two strips.
We assert, without proof, that the particle decomposition provides a bijection between RSOS paths and distinct string patterns. This assertion has been checked explicitly for sizes out to $N = 16$ by coding the decomposition algorithm in Mathematica [43].

### 2.6 $q$-binomials and particle energies

The distinct string patterns in strip $a$ with $n_a$ 2-strings and $m_a$ 1-strings are enumerated combinatorially by a $q$-binomial generating function $[m_a+n_a]_q$, as illustrated in Figure 7. The strip configurations are assigned a weight $q^E$ and graded by the energy $E$. The lowest energy configuration, with all 1-strings above all 2-strings, is assigned the relative energy $E = 0$. Each time a 1-string is pushed down through a 2-string, the energy increases by one unit. This excitation energy is associated with the 1-strings or dual-particles.

![Diagram](image)

**Figure 7**: Enumeration, by the $q$-binomial $[4]_q = 1 + q + 2q^2 + q^3 + q^4$, of distinct string patterns in strip $a$ with $m_a = n_a = 2$. For convenience, the strips are displayed vertically with position $j = 1$ at the top.

**Integer string quantum numbers**

$$I^{(a)} = (I_1^{(a)}, I_2^{(a)}, \ldots, I_{m_a}^{(a)}) \quad (2.15)$$

uniquely label the energy levels of dual-particles in each strip. These are defined by

$$I_j^{(a)} = \{\text{number of 2-strings above the 1-string labelled } j \text{ in strip } a\} \quad (2.16)$$

Clearly,

$$n_a \geq I_1^{(a)} \geq I_2^{(a)} \geq \cdots \geq I_{m_a}^{(a)} \geq 0 \quad (2.17)$$

In addition to the excitation energies described by $q$-binomials, there is an energy associated with the creation of the particle content, that is, particles or equivalently dual-particles. In terms of dual-particles, this energy is given by the Cartan matrix. By convention, the total energy assigned to a string pattern is

$$E = -\frac{c}{24} + \frac{1}{4} m^T C m + \sum_a \sum_{j_a} I_j^{(a)} \quad (2.18)$$
where the first term involves the central charge $c$ given by (1.2) or $c = 1$, the second term is the creation energy of the particles and the third term is the excitation energies arising from the various strips as in Figure 7. The central charge term is added to make contact with finitized characters given by the generating function or configurational sum

$$\chi_0^{(N)}(q) = \sum_{\text{config}} q^E$$

where the configurations are enumerated by paths or string patterns.

### 2.7 $A_L$ finitized fermionic characters

In the $A_L$ case, the generating function for the spectrum of energy (2.18) in the vacuum sector is

$$\chi_0^{(N)}(q) = q^{-c/24} \sum_{(m,n)} q^{\frac{1}{2} m^T C m} \prod_{a=1}^{L-2} \left[ \frac{m_a + n_a}{m_a} \right]_q$$

where $C$ is the $A_{L-2}$ Cartan matrix. This is precisely the finitized vacuum fermionic character of the unitary minimal model $\mathcal{M}(L, L + 1)$ with central charge $c$ given by (1.2). In the limit $N \to \infty$, with $N$ even, we obtain the vacuum fermionic character

$$\chi_0(q) = q^{-c/24} \sum_{m_a = 0 (\text{mod } 2), m_1 \geq m_2 \geq \cdots \geq m_{L-2} \geq 0} \frac{q^{\frac{1}{2} m^T C m} \prod_{a=2}^{L-2} \left[ \frac{1}{2} (m_{a-1} + m_{a+1}) \right]}{(q)_{m_1}}$$

where $m_{L-1} = 0$ and the $q$-factorial is

$$(q)_m = \prod_{j=1}^{m} (1 - q^j)$$

### 2.8 $T_L$ finitized fermionic characters

Combinatorially, in the $T_L$ case corresponding to the level-1 $s\ell(2)$ WZW model with central charge $c = 1$, the finitized $T_L$ vacuum character admits several different forms related to spinons, Young tableaux and rigged configurations. We recall these forms here and give the combinatorial details in Appendix A.

In the spinon formulation, the finitized $T_L$ vacuum character admits the fermionic form

$$\chi_0^{(N)}(q, z) = q^{-1/24} \sum_{S_z = -N/2}^{N/2} q^{s_z^2} z^{2s_z} \left[ \frac{N}{N/2 - S_z} \right]_q$$

Setting $q = z = 1$ gives the counting of states

$$\chi_0^{(N)}(1, 1) = \sum_{S_z = -N/2}^{N/2} \left( \frac{N}{N/2 - S_z} \right) = 2^N$$

In the XXX spin chain language, $N_+, N_-$ and $S_z$ are quantum numbers. $N_+$ is the number of up spins and $N_-$ is the number of down spins so that the number of spins is $N = N_+ + N_-$ and the $z$-component of spin is $S_z = \frac{1}{2} (N_+ - N_-)$. Defining the quantum-dimension

$$\chi_n(z) = \frac{z^n - z^{-n}}{z - z^{-1}}, \quad n \in \mathbb{Z}$$

(2.23)
there is also a bosonic formula for this character

\[
\chi^{(N)}_0(q, z) = q^{-1/24} \sum_{N_+ = 0}^{[N/2]} \chi_{N-2N_++1}(z) \left\{ \frac{q^{(N/2-N_+)^2}}{N \choose N_+} - q^{(N/2-N_++1)^2} \left[ \frac{N}{N_+ - 1} \right] \right\} \quad (2.24)
\]

As a consequence we have

\[
2^N = \chi^{(N)}_0(1, 1) = \sum_{N_+ = 0}^{[N/2]} (N - 2N_+) Z(N, N_+) \quad (2.25)
\]

and \(N - 2N_+ + 1 = 2S + 1\) is the degeneracy of the spin sector with total spin \(S\).

An alternative fermionic representation of the \(T_L\) vacuum character is given by

\[
\chi^{(N)}_0(q, z) = q^{-1/24} \sum_{(m,n)} \chi_{m[N/2]+1}(z) q^{1/2 m^T C m} \prod_{a=1}^{[N/2]} \left[ \frac{m_a + n_a}{m_a} \right]_q \quad (2.26)
\]

where \(C\) is the \(T_{L-1}^L\) Cartan matrix. We specialize the character by setting \(z = 1\). Ignoring the degeneracies, which is equivalent to working in the sector \(N_+ = N/2\), we work with

\[
\chi^{(N)}_0(q) = q^{-1/24} \sum_{(m,n)} q^{1/2 m^T C m} \prod_{a=1}^{[N/2]} \left[ \frac{m_a + n_a}{m_a} \right]_q \quad (2.27)
\]

\[
\chi^{(N)}_0(q) = q^{-1/24} \sum_{(m,n)} q^{1/2 m^T C m} \prod_{a=1}^{K} \left[ \frac{m_a + n_a}{m_a} \right]_q \quad (2.28)
\]

In the second formula we have taken an arbitrary integer \(K > [N/2] = L - 1\) and extended the definitions of \(m\) and \(n\) by

\[
n_a = 0, \quad m_a = m_{L-1}, \quad a > L - 1 \quad (2.29)
\]

with \(C = T_K^L\). Taking the limit \(K \to \infty\) followed by \(N \to \infty\), with \(N\) even, we then obtain the vacuum fermionic character

\[
\chi_0(q) = q^{-1/24} \sum_{m_a = 0 (mod 2)}^{\infty} \frac{q^{1/2 m^T C m}}{(q)_{m_1} \prod_{a=2}^{\infty} \left[ \frac{1}{2}(m_{a-1} + m_{a+1}) \right]_q} \quad (2.30)
\]

where \(C\) is now the Cartan matrix of \(T_\infty^L = A_\infty\) and the sum is over asymptotically constant configurations \(m\) for which there exists some finite \(K > 0\) such that \(m_a = m_K\) whenever \(a > K\).

### 2.9 One-dimensional configurational sums

Typically, finitized characters can be expressed as one-dimensional configurational sums, that is, via an energy statistic applied directly to RSOS paths. These one-dimensional configurational sums first appeared in the work of Baxter [3] but in the context of off-critical Corner Transfer Matrices (CTMs) where the elliptic nome \(q\) is related to the departure from criticality. By contrast, we work here only at criticality and \(q\) is always the modular parameter.
The one-dimensional configurational sums are defined by

\[ X^{(N)}_{abc}(q) = \sum_{\{\sigma\}} q^{\frac{1}{2} \sum_{j=1}^{N} j H(\sigma_{j-1}, \sigma_j, \sigma_{j+1})}, \quad \sigma_0 = a, \quad \sigma_N = b, \quad \sigma_{N+1} = c \]  

(2.31)

where \( H(\sigma_{j-1}, \sigma_j, \sigma_{j+1}) \) is a local energy and the sum is over all RSOS paths \( \sigma = \{\sigma_0, \sigma_1, \ldots, \sigma_{N+1}\} \) on \( A_L \) or \( T_L \) with \( \sigma_j \in \{1, 2, \ldots, L\} \). These one-dimensional configurational sums satisfy mathematically powerful recursion relations in \( N \) relating different boundary conditions specified by \( a, b \) and \( c \). In the vacuum sector with \( N \) even, \( a = b = 1 \) and \( c = 2 \).

The form of the local energy function is not uniquely determined due to the possibility of local gauge transformations. Let us choose, however, the local energy function to be of the simple form

\[ H(\sigma_{j-1}, \sigma_j, \sigma_{j+1}) = \begin{cases} 
 1, & (\sigma_{j-1}, \sigma_j, \sigma_{j+1}) = (1, 1, 1) \\
 \frac{1}{2}, & (\sigma_{j-1}, \sigma_j, \sigma_{j+1}) = (1, 1, 2) \text{ or } (2, 1, 1) \\
 1, & |\sigma_{j-1} - \sigma_{j+1}| = 2 \\
 0, & \text{otherwise}
\end{cases} \]  

(2.32)

It is then confirmed that, for both \( A_L \) and \( T_L \) paths, the energy statistic

\[ E = -\frac{c}{24} + \frac{1}{2} \sum_{j=1}^{N} j H(\sigma_{j-1}, \sigma_j, \sigma_{j+1}) \]  

(2.33)

exactly reproduces the string energies and hence

\[ \chi^{(N)}_0(q) = q^{-c/24} X^{(N)}_{112}(q) \]  

(2.34)

2.10 Combinatorial classification of states

The combinatorial classification of states for the \( A_5 \) minimal model for paths of length \( N = 8 \) is shown in Figures 8 and 9. In this case there are 14 such states with the finitized vacuum character

\[ \chi^{(8)}_0(q) = q^{-1/30}(1 + q^2 + q^3 + 2q^4 + q^5 + 2q^6 + q^7 + 2q^8 + q^9 + q^{10} + q^{12}) \]  

(2.35)

The combinatorial classification of states for the \( T_5 \) WZW model for paths of length \( N = 6 \) is shown in Figures 10 through 12. In this case there are 20 such states with the finitized vacuum character

\[ \chi^{(6)}_0(q) = q^{-1/24}(1 + q + 2q^2 + 3q^3 + 3q^4 + 3q^5 + 3q^6 + 2q^7 + q^8 + q^9) \]  

(2.36)

In both of these cases, there are 3 physical strips and we see that the patterns of 1-strings and 2-strings in these strips arising from the particle decompositions of the paths exactly match the patterns of eigenvalue zeros in the upper-half \( \mathbb{u} \)-plane obtained by direct diagonalization of the commuting double row transfer matrices with \( N \) faces along a row.

The particular system sizes in these examples were chosen for convenience in illustrating the combinatorial classification of states. Many values for \( L \) and \( N \) have been checked, in particular considerably larger system sizes, and in all cases perfect agreement was found between the combinatorial picture in terms of paths and the numerical location of zeros of eigenvalues of the transfer matrices.
Figure 8: Eigenvalues 1 to 7 for $A_5$ with $N = 8$ showing the energies, paths, predicted patterns of zeros and actual patterns of zeros (rotated through 90 degrees) from numerical diagonalization of transfer matrices. Only the relative order of 1- and 2-strings in each strip is relevant.
Figure 9: Eigenvalues 8 to 14 for $A_5$ with $N = 8$ showing the energies, paths, predicted patterns of zeros and actual patterns of zeros (rotated through 90 degrees) from numerical diagonalization of transfer matrices. Only the relative order of 1- and 2-strings in each strip is relevant.
Figure 10: Eigenvalues 1 to 7 for the WZW model with $N = 6$ showing the energies, paths and actual patterns of zeros (rotated through 90 degrees) from numerical diagonalization of transfer matrices. Only the relative order of 1- and 2-strings in each strip is relevant. The last column shows the numerical patterns of zeros for the eigenvalues of the auxiliary matrix $Q$. The $Q$ eigenvalue has a $j$-string at the same relative position for each 2-string in strip $j$ of the transfer matrix eigenvalues.
Figure 11: Eigenvalues 8 to 14 for the WZW model with $N = 6$ showing the energies, paths and actual patterns of zeros (rotated through 90 degrees) from numerical diagonalization of transfer matrices. Only the relative order of 1- and 2-strings in each strip is relevant. The last column shows the numerical patterns of zeros for the eigenvalues of the auxiliary matrix $Q$. The $Q$ eigenvalue has a $j$-string at the same relative position for each 2-string in strip $j$ of the transfer matrix eigenvalues.
Figure 12: Eigenvalues 15 to 20 for the WZW model with $N = 6$ showing the energies, paths and actual patterns of zeros (rotated through 90 degrees) from numerical diagonalization of transfer matrices. Only the relative order of 1- and 2-strings in each strip is relevant. The last column shows the numerical patterns of zeros for the eigenvalues of the auxiliary matrix $Q$. The $Q$ eigenvalue has a $j$-string at the same relative position for each 2-string in strip $j$ of the transfer matrix eigenvalues.
2.11 Bethe roots and transfer matrix 2-strings for WZW model

In Figures 10 through 12, relevant to the WZW model and XXX spin chain, we have also shown the eigenvalue zeros of Baxter’s auxiliary matrix \( Q(u) \) as in (4.3) and (4.4). These zeros are precisely the Bethe ansatz roots. The transfer matrices \( D^q(u) \) are completely determined by knowledge of the matrix \( Q(u) \) through Baxter’s \( T-Q \) relation (4.3) and the fusion hierarchy.

It is readily confirmed, in this example, that an eigenvalue \( Q(u) \) has a \( j \)-string at the same relative position as each 2-string in strip \( j \) of the transfer matrix eigenvalues with \( j = 1, 2, \ldots, N/2 \).

Identifying \( S = n_0/2 \) as the total spin, we see that there are 5, 9, 5, 1 eigenvalues with total spin \( S = 0, 1, 2, 3 \) respectively in the \( S_z = 0 \) sector in agreement with the tabulated data in Appendix A. The zero content of an eigenvalue \( Q(u) \) thus determines the complete particle content \( n_a \) with \( a = 0, 1, \ldots, N/2 - 1 \). The dual-particle content then follows from the \((m, n)\) system (2.10). Again we have verified these observations for many different system sizes \( N \). We further conjecture that these observations hold true for all \( N \) and that in the limit \( N \to \infty \) the locations of the \( j \)-strings of \( Q(u) \) exactly coincide with the locations of the 2-strings of the transfer matrices in strip \( j \).

3 Unitary Minimal RSOS Lattice Models

The bulk face and boundary triangle Boltzmann weights of the critical unitary minimal RSOS models [27, 34] on \( A_L \) in the vacuum sector are

\[
\begin{pmatrix}
  d & u \\
  a & b \\
\end{pmatrix}
= s(\lambda - u) \delta_{a,c} + s(u) \sqrt{\frac{S_aS_c}{S_bS_d}} \delta_{b,d},
\]

\[
\begin{pmatrix}
  a \rangle b &= b \langle a \\
\end{pmatrix}
= \sqrt{S_2} \delta_{a,1} \delta_{b,2}
\] (3.1)

where

\[
s(u) = \frac{\sin u}{\sin \lambda} = \frac{z - z^{-1}}{x - x^{-1}}, \quad z = e^{iu}, \quad x = e^{i\lambda}, \quad \lambda = \frac{\pi}{L + 1}, \quad S_a = s(a\lambda)
\] (3.2)

Commuting double row transfer matrices can now be defined following [34].

3.1 Bethe ansatz

The double row transfer matrices of the unitary minimal models in the vacuum sector satisfy the \( T-Q \) functional equation

\[
s(2u)D(u + \frac{\lambda}{2})Q(u) = s(2u + \lambda)f(u + \frac{\lambda}{2})Q(u - \lambda) + s(2u - \lambda)f(u - \frac{\lambda}{2})Q(u + \lambda)
\] (3.3)

where \( f(u) = s(u)^{2N} \) and \( Q(u) \) is an auxiliary family of matrices satisfying \([Q(u), Q(v)] = [Q(u), D(v)] = 0\). The same functional equation is satisfied by the eigenvalues \( D(u) \) and \( Q(u) \) and so the Bethe ansatz equations result by setting

\[
Q(u) = \prod_{j=1}^{n} s(u - u_j)s(u + u_j)
\] (3.4)

where \( u_j \) are the \( r = 2n \) Bethe roots. The physical analyticity strip of \( D(u) \) is \(-\lambda/2 < \text{Re}\, u < 3\lambda/2\) and the physical analyticity strip of \( \tilde{D}(u) = D(u + \frac{\lambda}{2}) \) is \(-\lambda < \text{Re}\, u < \lambda\).
Let $D(u) = D^1_0$ and

\[ D_k^q = D^q(u + k\lambda), \quad Q_k = Q(u + k\lambda), \quad s_k(u) = s(2u + k\lambda), \quad f_k(u) = (-1)^N s(u + k\lambda)^2 \quad (3.5) \]

then the $T$-$Q$ relation implies that the eigenvalues $D(u)$ are determined by the eigenvalues $Q(u)$ in the compact form

\[ \tilde{D}_0 = \frac{s_1 f_{1/2} Q_{-1} + s_{-1} f_{-1/2} Q_1}{s_0 Q_0} \quad (3.6) \]

3.2 Functional equations

The fused transfer matrices $D^q$ satisfy the fusion hierarchy of functional equations

\[ s_{q-2s_2q-1} D_0^q D_1^q = s_{q-3s_2q} f_q D_0^{q-1} + s_{q-1} s_{2q-2} f_{q-1} D_0^{q+1}, \quad q = 1, 2, \ldots, L - 1 \quad (3.7) \]

subject to the closure conditions

\[ D_0^{-1} = 0, \quad D_0^0 = f_{-1} I, \quad D_0^{L-1} = 0 \quad (3.8) \]

Starting with the fusion hierarchy, induction can be used to derive the $T$-system of functional equations

\[ s_{q-2s_q} D_0^q D_1^q = s_{-2s_2q} f_{-1} f_q I + s_{q-1} D_0^{q+1} D_1^{q-1}, \quad q = 1, 2, \ldots, L - 1 \quad (3.9) \]

For $q = 1$, this is just the usual inversion identity given by the fusion hierarchy with $q = 1$.

If we further define

\[ d_0^q = \frac{s_{q-1} D_1^{q-1} D_0^{q+1}}{s_{-2s_2q} f_{-1} f_q}, \quad q = 1, 2, \ldots, L - 2 \quad (3.10) \]

then the inversion identity hierarchy can be recast in the form of the $Y$-system

\[ d_0^q d_1^q = \frac{s_{q-1} s_{2q-2} D_0^{q+1} D_1^{q-1}}{s_{-2s_2q} f_{-1} f_q f_{q+1}} \frac{(D_1^{q-1} D_0^{q+1})}{s_{-2s_0s_2q} f_{-1} f_0 f_q f_{q+1}} \frac{(D_1^{q-1} D_0^{q+1})}{s_{-2s_0s_2q} f_{-1} f_0 f_q f_{q+1}} = (I + d_0^{q+1})(I + d_1^{q-1}) \quad (3.11) \]

with closure

\[ d_0^0 d_0^{L-1} = 0 \quad (3.12) \]

We wish to solve the $Y$-system \[(3.11)\] subject to the constraints of periodicity, conjugation and crossing symmetries, analyticity and asymptotic limits. The periodicity, conjugation and crossing symmetries are

\[ D^q(u) = D^q(u + \pi), \quad D^q(u) = D^q(u + \pi) \quad (3.13) \]

\[ \overline{D^q(u)} = D^q(u) = D^q((2 - q)\lambda - u), \quad \overline{d^q(u)} = d^q(u) = d^q((1 - q)\lambda - u) \quad (3.14) \]
To discuss analyticity, we consider the eigenvalues of the transfer matrices $D^q(u)$ and $d^q(u)$ at each fusion level in their respective analyticity strips

$$-\frac{q}{2} \lambda < \text{Re} u < \frac{4-q}{2} \lambda, \quad -\frac{q+1}{2} \lambda < \text{Re} u < \frac{3-q}{2} \lambda$$  \hspace{1cm} (3.15)

Defining the shifted transfer matrices

$$\tilde{D}^q(u) = D^q\left( u + \frac{2-q}{2} \lambda \right), \quad \tilde{d}^q(u) = d^q\left( u + \frac{1-q}{2} \lambda \right)$$  \hspace{1cm} (3.16)

it follows that these transfer matrices have the common analyticity strip

$$-\lambda < \text{Re}(u) < \lambda$$  \hspace{1cm} (3.17)

and satisfy the same periodicity (3.13) with crossing symmetries

$$\tilde{D}^q(u) = \tilde{D}^q(-u), \quad \tilde{d}^q(u) = \tilde{d}^q(-u)$$  \hspace{1cm} (3.18)

In terms of shifted transfer matrices, the TBA functional equations take the form

$$\tilde{d}^q\left( u - \frac{\lambda}{2} \right) \tilde{d}^q\left( u + \frac{\lambda}{2} \right) = (1 + \tilde{d}^{q-1}(u))(1 + \tilde{d}^{q+1}(u))$$  \hspace{1cm} (3.19)

Lastly, the asymptotic values $d^q(+i\infty)$ were computed in [31]

$$d^q(+i\infty) = \frac{\sin[j\theta] \sin[(j+2)\theta]}{\sin^2 \theta} = \frac{\sin^2(j+1)\theta}{\sin^2 \theta} - 1, \quad \theta = \frac{8\pi}{L+1}$$  \hspace{1cm} (3.20)

Here, $s$ is a Kac label and plays the role of selecting the eigenstates of the transfer matrix that, in the scaling limit, will be in the $(r,s)$ sector of the conformal field theory. More precisely, $s$ is a good quantum number for the finite system corresponding to the braid limit $u \to i\infty$. In contrast, $r$ is only a good quantum number in the limit $N \to \infty$ and so is not accessible directly on a finite lattice. In the vacuum sector of interest here, $(r,s) = (1,1)$.

### 3.3 Analyticity and solution of TBA

We use analyticity properties of the transfer matrices to transform the $Y$-system (3.11) into the form of Thermodynamic Bethe Ansatz (TBA) equations. For the $A_L$ lattice model, these TBA equations take the form of coupled integral equations whose structure is governed by the Dynkin diagram $G^* = A_{L-2}$. The analyticity is encoded in the relative locations of the 1- and 2-strings in the analyticity strips (3.15). The TBA equations can be completely solved in the scaling limit for the locations of the 1-strings as well as the excitation energies. Following [36], the strategy is as follows:

1. The special case $q = 1$ of (3.11) provides the expression for the energies or, equivalently, the eigenvalues of the transfer matrix. This expression contains an unknown function (pseudoenergy in the first strip) and a number of unknown real numbers (location of 1-strings in the first strip).

2. The Y-system (3.11) can be transformed into the set of TBA equations.

3. The Y-system (3.11) allows us to access the location of the 1-strings by a set of coupled auxiliary equations, that perform the job of quantisation conditions.

4. The simultaneous solution of TBA plus auxiliary equations completely fixes the pseudoenergies, the locations of the 1-strings and the energy expression.
3.3.1 Analyticity: the energy

We aim at finding the transfer matrix eigenvalues in the physical strip \( \frac{\pi}{2} < \text{Re} u < \frac{3\pi}{2} \). We start from the case \( q = 1 \) of (3.39), written for the eigenvalues of the corresponding matrices

\[
\left( \frac{\sin 2\lambda}{\sin \lambda} \right)^2 \frac{s_{-1}s_1}{s_{-2}s_2} f_{-1} f_1 D^1(u) D^1(u + \lambda) = 1 + d^1(u) \quad (3.21)
\]

Ignoring the term \( d^1(u) \) which is exponentially small for large \( N \), this functional equation factorizes into bulk and boundary equations

\[
[k_{\text{bulk}}(u) k_{\text{bulk}}(u + \lambda)]^{2N} = f_{-1} f_1 = \left[ \frac{\sin(\lambda - u) \sin(\lambda + u)}{\sin^2 \lambda} \right]^{2N}, \quad \text{Re} u \in (-\lambda, \lambda) \quad (3.22)
\]

\[
k_0(u) k_0(u + \lambda) = \frac{s_{-2}s_2}{s_{-1}s_1} \left( \frac{\sin \lambda}{\sin 2\lambda} \right)^2 = \frac{\sin(\lambda - 2u) \sin(\lambda + 2u)}{\sin(2\lambda - 2u) \sin(2\lambda + 2u)} \left( \frac{\sin \lambda}{\sin 2\lambda} \right)^2, \quad \text{Re} u \in (-\lambda, \lambda) \quad (3.23)
\]

The expressions for these factors are given in [44] and immediately extend to the whole physical strip \( \text{Re} u \in (-\frac{\pi}{2}, \frac{3\pi}{2}) \). It follows that the “finite” part of the transfer matrix is defined

\[
D_{\text{finite}}^1(u) = \frac{D^1(u)}{[k_{\text{bulk}}(u)]^{2N} k_0(u)} = \tilde{D}_{\text{finite}}^1(u - \frac{\lambda}{2}), \quad \text{Re} u \in (-\frac{\lambda}{2}, \frac{3\lambda}{2}) \quad (3.24)
\]

Here we do not make use of these factors we only need to know that, from [44], they do not introduce new zeros or poles to \( D_{\text{finite}}^1(u) \) in the physical strip. It follows that the finite transfer matrix has precisely the same zeros as \( D^1(u) \) and no poles. The functional equation (3.21) now takes the form

\[
\tilde{D}_{\text{finite}}^1(u - \frac{\lambda}{2}) \tilde{D}_{\text{finite}}^1(u + \frac{\lambda}{2}) = 1 + d^1(u), \quad \text{Re} u \in (-\frac{\lambda}{2}, \frac{\lambda}{2}) \quad (3.25)
\]

Let \( y^{(1)}_k \) denote the location of the zeros of \( \tilde{D}^1(u) \) such that

\[
\tilde{D}_{\text{finite}}^1(\pm \frac{i\lambda}{\pi} y^{(1)}_k) = \tilde{D}^1(\pm \frac{i\lambda}{\pi} y^{(1)}_k) = 0, \quad y^{(1)}_k > 0. \quad (3.26)
\]

To remove these zeros from \( \tilde{D}^1(u) \), we construct the function

\[
Z(u) = \prod_{k=1}^{m_1} \left[ \tanh \frac{y^{(1)}_k + i(L + 1)u}{2} \tanh \frac{y^{(1)}_k - i(L + 1)u}{2} \right], \quad \text{Re} u \in (-\lambda, \lambda) \quad (3.27)
\]

In the indicated region this function has the same zeros as \( \tilde{D}^1(u) \) and no other zeros or poles. Moreover, it satisfies the inversion identity

\[
Z(u - \frac{\lambda}{2})Z(u + \frac{\lambda}{2}) = 1. \quad (3.28)
\]

Let us define the function

\[
A(x) = \left. \frac{\tilde{D}_{\text{finite}}^1(u)}{Z(u)} \right|_{u=\frac{x+i\pi}{2}}, \quad \text{Re} u \in (-\lambda, \lambda) \quad (3.29)
\]

which is free of zeros and poles in the analyticity strip \( \text{Im} x \in (-\pi, \pi) \). Dividing (3.25) by (3.28) we then obtain

\[
A(x + \frac{i\pi}{2}) A(x - \frac{i\pi}{2}) = 1 + \varepsilon^1(x), \quad \text{Im} x \in (-\frac{\pi}{2}, \frac{\pi}{2}) \quad (3.30)
\]
where
\[ \tilde{\epsilon}(x) = \tilde{d}(u) \bigg|_{u = \frac{i\pi}{L+1}}. \] (3.31)

The left side of (3.30) is free of zeros and poles in the indicated region so the right side never vanishes. The function \( \tilde{d}(u) \) vanishes at \( u = 0 \) by (3.10) and (3.8). We conclude that
\[ 1 + \tilde{\epsilon}(x) > 0 \quad \text{for} \quad x \in \mathbb{R} \] (3.32)
so that we can take the logarithmic derivative
\[ \frac{d}{dx} \log A(x + \frac{i\pi}{2}) + \frac{d}{dx} \log A(x - \frac{i\pi}{2}) = \frac{d}{dx} \log(1 + \tilde{\epsilon}(x)) \] (3.33)

Taking Fourier transforms
\[ \mathcal{F}(f, k) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dx f(x) e^{-ikx}, \quad f(x) = \int_{-\infty}^{\infty} dk \mathcal{F}(f, k) e^{ikx} \] (3.34)
we obtain
\[ \mathcal{F} \left( \frac{d}{dx} \log A(x), k \right) 2 \cosh(k \frac{\pi}{2}) = \mathcal{F} \left( \frac{d}{dx} \log(1 + \tilde{\epsilon}(x)), k \right) \] (3.35)
Transforming back, we obtain a convolution with a kernel and an integration constant
\[ \log A(x) = \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\epsilon}(y))}{2\pi \cosh(x - y)} \quad \text{const} = (K \log(1 + \tilde{\epsilon}))(x) + \text{const} \] (3.36)
where
\[ (f * g)(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dy f(x - y) g(y), \quad K(x) = \frac{1}{\cosh x}. \] (3.37)

Using (3.24), (3.29) and the needed functions we can reconstruct the initial double row transfer matrix eigenvalues \( \log D^1(\lambda^2 + \frac{i\pi}{L+1}) \). Actually, here we are concerned with the finite size corrections to it namely those terms that characterise the scaling limit of the theory. These terms behave as \( 1/N \) in the log of the transfer matrix. The bulk term in (3.24) is of order \( N \); the boundary one and the integration constant are of order 1 and will be ignored. What remains expresses the scaling part of the free energy (in (3.36) we ignored the constant)
\[ f_{\text{scal.}}(x) = - \log D^1_{\text{finite}}(\lambda^2 + \frac{i\pi}{L+1}) = - \log A(x) - Z(\frac{i\pi}{L+1}) = \] (3.38)
\[ -(K \log(1 + \tilde{\epsilon}))(x) - \sum_{k=1}^{m_1} \left[ \log \tanh \frac{y_k^{(1)} - x}{2} + \log \tanh \frac{y_k^{(1)} + x}{2} \right] \]

We can fix \( x = 0 \) namely choose the isotropic point of the system and get
\[ f_{\text{scal.}} = - \log D^1_{\text{finite}}(\lambda^2) = - \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\epsilon}(y))}{2\pi \cosh(y)} - 2 \sum_{k=1}^{m_1} \log \tanh \frac{y_k^{(1)}}{2} \] (3.39)
\[ = \frac{2\pi}{N} E + \text{higher order corrections in} \frac{1}{N} \]
and \( E \) is the energy in the language of conformal field theory, corresponding to (2.18)
\[ E = -\frac{c}{24} + \text{conformal dimension} \] (3.40)
So far, the zeros’ positions and the function $\tilde{\varepsilon}^1$ are unknown: we will evaluate them in the next sections.

To summarise, starting from \((3.21)\), we have discussed the technique, which we will largely use later, consisting in the removal of all zeros and poles from the analyticity strip, then using the Fourier transforms on the non-singular part of the functional equation to extract the unknown function $D^1(u)$.

### 3.3.2 Analyticity: the TBA

We aim at solving the Y-system \((3.19)\), for $q$ generic. We start examining zeros and poles of $\tilde{d}^q(u)$ in the analyticity strip \((3.17)\), using the definition \((3.10)\) converted to the tilde form

$$
\tilde{d}^q(u) = \frac{\sin^2(2u)}{\sin(2u - (q + 1)\lambda) \sin(2u + (q + 1)\lambda)} \cdot \frac{\tilde{D}^{q-1}(u)\tilde{D}^{q+1}(u)}{\left[\frac{\sin(u - \frac{2+1}{2}\lambda)\sin(u + \frac{2+1}{2}\lambda)}{\sin^2 \lambda}\right]^{2N}}. \tag{3.41}
$$

The bulk term in square brackets vanishes if

$$u = \pm \frac{q + 1}{2}\lambda. \tag{3.42}
$$

These points are outside or on the border of the analyticity strip for all $q$ so they will play no role later. On the contrary, for the special case $q = 1$, the transfer matrix of level zero has a zero at $u = 0$

$$
\tilde{D}^0(u) = (-1)^N \left[\frac{\sin u}{\sin \lambda}\right]^{2N}
$$

that implies the same type of zero for $\tilde{d}^1(u)$ so we need to remove it from the case $q = 1$ in \((3.19)\); to that purpose we need a function with a zero of order $2N$ in $u = 0$, with no other poles or zeros in the analyticity strip and satisfying

$$
[f(u - \frac{\lambda}{2}) f(u + \frac{\lambda}{2})]^{2N} = 1 \tag{3.43}
$$

We notice that $N$ is even, here. Clearly we have (an overall signum is unimportant)

$$f(u) = i \tan \left(\frac{L + 1}{2} u\right) \tag{3.44}
$$

for $q = 1$ only. The first factor in \((3.41)\) has poles at the points indicated in \((3.42)\), that lie outside the analyticity strip; it has also a double zero in $u = 0$ that we will remove as in \((3.43, 3.44)\) with the same function

$$
g(u) = [f(u)]^2 = -\tan^2 \left(\frac{L+1}{2} u\right) \tag{3.45}
$$

$$
g(u - \frac{\lambda}{2}) g(u + \frac{\lambda}{2}) = 1 \tag{3.46}
$$

\(^1\)With more general boundary conditions, these two functions could be quite different and $g$ must contain the boundary parameter $\xi$.\]
In addition, we have to remove the zeros of the strips $q \pm 1$. These zeros are in the center of the analyticity strip so, remembering (3.27) and (3.28), we introduce
\[
Z^q(u) = \prod_{j=1}^{L-2} \prod_{k=1}^{m_j} \left[ \frac{-i(L+1)u - y_k^{(j)}}{2} \frac{-i(L+1)u + y_k^{(j)}}{2} \right]^{A_{j,q}} \tag{3.47}
\]
\[
Z^q(u - \frac{\lambda}{2}) Z^q(u + \frac{\lambda}{2}) = 1 \tag{3.48}
\]
where the adjacency matrix (2.1) selects the appropriate strips. As indicated, this function satisfies an inversion identity. Now we divide the functional equation (3.19) by (3.43, 3.46, 3.48) and obtain a newer equation for the analytic and non-zero function $A^q(x)$
\[
A^q(x) = \left[ f(u) \right]^{2N_{01,ag}(u)Z^q(u)} \bigg|_{u=\frac{ix}{L+1}}^{u=\frac{-ix}{L+1}} \quad \text{Re } u \in (-\lambda, \lambda) \tag{3.49}
\]
\[
A^q(x + \frac{i\pi}{2}) A^q(x - \frac{i\pi}{2}) = (1 + \tilde{\varepsilon}^{q-1}(x))(1 + \tilde{\varepsilon}^{q+1}(x)), \quad \text{Im } x \in (-\frac{\pi}{2}, \frac{\pi}{2}). \tag{3.50}
\]
As in (3.30 and 3.36), we solve for $A^q(x)$ and obtain
\[
\log A^q(x) = \sum_{j=1}^{L-2} A_{q,j} \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\varepsilon}^j(y))}{2\pi \cosh(x - y)} + C(q) \tag{3.51}
\]
\[
= \sum_{j=1}^{L-2} A_{q,j} (K \ast \log(1 + \tilde{\varepsilon}^j))(x) + C(q). \tag{3.52}
\]
We now replace the definition of $A^q(x)$ and get the TBA equations
\[
\log \tilde{\varepsilon}^q(x) = \delta_{1,q} N \log \left[ f\left(\frac{ix}{L+1}\right) \right]^2 + \log g\left(\frac{ix}{L+1}\right) + C(q) \tag{3.53}
\]
\[
+ \log \prod_{j=1}^{L-2} \prod_{k=1}^{m_j} \left[ \frac{x - y_k^{(j)}}{2} \frac{x + y_k^{(j)}}{2} \right]^{A_{j,q}} + \sum_{j=1}^{L-2} A_{q,j} \left( K \ast \log(1 + \tilde{\varepsilon}^j) \right)(x) \tag{3.54}
\]
The $+i\infty$ asymptotic values (3.20) fix the integration constants; we make use of the integral
\[
\int_{-\infty}^{\infty} dy \frac{1}{\cosh y} = \pi \tag{3.55}
\]
and also observe that (3.49) being a non-zero function, the expression $1 + \tilde{\varepsilon}^q(x)$ cannot vanish on the real axis and its signum can be evaluated from its asymptotic value (3.20)
\[
1 + \tilde{\varepsilon}^q(+\infty) = \frac{\sin^2(q + 1)\lambda}{\sin^2 \lambda} > 0 \tag{3.56}
\]
therefore on the whole real axis we have
\[
1 + \tilde{\varepsilon}^q(x) > 0 \quad x \in \mathbb{R}, \quad q = 1, \ldots, L - 2 \tag{3.57}
\]
and its logarithm does not introduce imaginary terms.
The non-vanishing of \(1 + \tilde{\nu}\) strings are located in \(q\) and if we are on a zero of \(\pm W\) we shift them of \(\lambda\). Actually, by (3.41), \(\tilde{\nu}\) repeat precisely the same construction as in (3.61); this yields (3.60) so we state that

\[
\tilde{\nu}^q(u) = (1 + \tilde{\nu}^{-1}(u + \frac{\lambda}{2}))(1 + \tilde{\nu}^1(u + \frac{\lambda}{2}))
\]

(3.59)

\[
\tilde{\nu}^q(u - \lambda) \tilde{\nu}^q(u) = (1 + \tilde{\nu}^{-1}(u - \frac{\lambda}{2}))(1 + \tilde{\nu}^1(u - \frac{\lambda}{2}))
\]

(3.60)

and if we are on a zero of \(\tilde{\nu}(u)\) both expressions vanish. The zeros of \(\tilde{\nu}(u)\) are in both the strips \(q \pm 1\) (3.41). Let’s take a zero of \(q + 1, u_0 = \frac{i y^{(q+1)}}{L+1}\); in that case also \(\tilde{\nu}^{q+2}(u_0)\) will vanish but not \(\tilde{\nu}^{q+4}(u_0)\) so

\[
\tilde{\nu}^q(u_0) = 0 \Rightarrow (1 + \tilde{\nu}^{-1}(u_0 + \frac{\lambda}{2}))(1 + \tilde{\nu}^1(u_0 + \frac{\lambda}{2})) = 0
\]

\[
\tilde{\nu}^{q+2}(u_0) = 0 \Rightarrow (1 + \tilde{\nu}^{q+1}(u_0 + \frac{\lambda}{2}))(1 + \tilde{\nu}^{q+3}(u_0 + \frac{\lambda}{2})) = 0
\]

(3.61)

\[
\tilde{\nu}^{q+4}(u_0) \neq 0 \Rightarrow (1 + \tilde{\nu}^{q+3}(u_0 + \frac{\lambda}{2}))(1 + \tilde{\nu}^{q+5}(u_0 + \frac{\lambda}{2})) \neq 0.
\]

The non-vanishing of \(1 + \tilde{\nu}^{q+3}(u_0 + \frac{\lambda}{2})\) forces \(1 + \tilde{\nu}^{q+1}(u_0 + \frac{\lambda}{2})\) to vanish on the zeros of strip \(q + 1\) and to be different from zero on the zeros of the remaining strips. The same is true for the “minus” form in (3.60) so we state that

\[
0 = 1 + \tilde{\nu}^q\left(\frac{i y^{(q)}_k}{L+1} \pm \frac{\lambda}{2}\right) = 1 + \tilde{\nu}^q(y^{(q)}_k \pm i \frac{\pi}{2})
\]

(3.62)

Actually, by (3.41), \(\tilde{\nu}(u)\) also vanishes if \(u\) is a two-string of \(q + 1\) (and also of \(q - 1\)). The two-strings are located in \(u_0 = \pm \lambda + \frac{i w^{(q+1)}_k}{L+1}\) with real \(w^{(q+1)}_k\). Taking the “+” case, we use (3.60) and repeat precisely the same construction as in (3.61); this yields (\(q + 1 \rightarrow q\))

\[
0 = 1 + \tilde{\nu}(u_0 + \frac{\lambda}{2}) = 1 + \tilde{\nu}(-\lambda + \frac{i w^{(q)}_k}{L+1} + \frac{\lambda}{2}) = 1 + \tilde{\nu}(w^{(q)}_k + i \frac{\pi}{2})
\]

(3.63)
This calculation holds true for the other signum so we conclude that a unique equation, equivalently in the “minus” or the “plus” form,

\[ 0 = 1 + \varepsilon(v \mp i\frac{\pi}{2}), \quad v \in \{ y_k^{(q)}, k = 1, \ldots, m_q; w_h^{(q)}, h = 1, \ldots, n_q \} \]  

(3.64)

fixes both the one- and the two-strings of the given \( q \) strip. We don’t need the two-strings positions but we need their order with respect to the one-strings. Focusing on the “minus” form, we introduce the function

\[ \Psi^q(x) = i \log \varepsilon^q(x - \frac{i\pi}{2}) = i\delta_{1,q} N \log \tanh^2(\frac{x + i\frac{\pi}{4}}{2}) + i \log \tanh^2(\frac{x}{2} - i\frac{\pi}{4}) + \]

(3.65)

that is real on the real axis and becomes an odd multiple of \( \pi \) on one- and two-string zeros. Differently from (3.58), here the sum on different zeros is done after taking the logarithm so we can get an extremely useful information by keeping track of the winding. On the zeros’ positions the principal value is not required as both the numerator and the denominator vanish while it is required for generic values of \( x \). We introduce the one-string quantum numbers by

\[ \Psi^q(y_k^{(q)}) = \pi n_k^{(q)} \quad n_k^{(q)} = 1 \mod 2. \]  

(3.66)

The \( y_k^{(q)} \) are always single zeros and also each quantum number uniquely fixes one zero. These features have been largely observed in our numerical analysis and also in previous cases as in [45]; this is also typical of models solved by Bethe Ansatz. For these reasons, these quantum numbers were called “non-degenerate” in [45]. In the framework of ABF models, exceptions are known [45] and are related to bulk or boundary renormalisation flows and do not play any role here. Using (3.65) and also (3.20) and (3.20) we can derive the asymptotic values of the function \( \Psi^q \). At \( +\infty \)

\[ 1 + d^j \] is non-zero for all \( j \) so we can safely take the limit of the integral part and get zero

\[ \Psi^q(+\infty) = 0 \quad q = 1, \ldots, L - 2 \]  

(3.67)

From (3.20) we find that \( 1 + d^j(-\infty) \) is non-zero for all \( j > 1 \) but is exactly zero for \( j = 1 \) so the evaluation of the integral in (3.65) requires special care. Actually, the case \( j = 1 \) occurs just once for \( q = 2 \) so in all the other cases we have

\[ \Psi^q(-\infty) = 2\pi(\delta_{1,q} N + 1 + \sum_{j=1}^{L-2} A_{q,j} m_j) > 0, \quad q \neq 2 \]  

(3.68)

We believe that the divergence of \( \log(1 + d^j(-\infty)) \) does not affect the result so we write

\[ \Psi^2(-\infty) = 2\pi(1 + \sum_{j=1}^{L-2} A_{2,j} m_j) > 0 \]  

(3.69)

These asymptotic behaviours say that the function is globally decreasing. Moreover, the real function

\[ i \log \tanh(\frac{x}{2} - i\frac{\pi}{4}) \]  

(3.70)
is monotonically decreasing. We cannot prove the behaviour of the integral part but it is usually subdominant so we conclude that the function $\Psi^q(x)$ is monotonically decreasing. This has been widely confirmed numerically; again, minor exceptions are known [45] and are related to bulk or boundary renormalisation flows and do not play any role here.

The $+\infty$ asymptotic fixes the smallest quantum number in (3.66); indeed, the largest zero is $y_{m_q}$

$$\pi n^{(q)}_{m_q} = \Psi^q(y_{m_q}) > \Psi^q(+\infty) = 0$$  \hspace{1cm} (3.71)

so

$$n^{(q)}_1 > \ldots > n^{(q)}_k > n^{(q)}_{k+1} > \ldots > n^{(q)}_{m_q} \geq 1$$  \hspace{1cm} (3.72)

Given a zero $y^{(q)}_k$ with quantum number $n^{(q)}_k$, if a lower two-string moves up and exchanges its position with the one-string, the position $y^{(q)}_k$ gets smaller and the decreasing monotonicity of $\Psi^q(x)$ implies that the quantum number has to grow of two. It cannot grow of one because it must be odd. At the same time, the so called non-negative quantum number $I^{(q)}_k$ grows of one by definition (2.16) so the two quantum numbers must be proportional

$$n^{(q)}_k = 2I^{(q)}_k + \text{integer}$$  \hspace{1cm} (3.73)

Imposing (3.71 and 3.72) we get

$$n^{(q)}_k = 1 + 2(I^{(q)}_k + m_q - k)$$  \hspace{1cm} (3.74)

Both $+\infty$ and $-\infty$ asymptotics are even multiples of $\pi$; as one- and two-strings are quantised with odd multiples of $\pi$, the number of odd positions from $\Psi^q(-\infty)$ to $\Psi^q(+\infty)$ must contain the number of one- and two-strings $2(m_q + n_q)$, the 2 comings from the upper and lower half planes, so

$$\frac{\Psi^q(-\infty) - \Psi^q(+\infty)}{2\pi} = \delta_{I,q}N + 1 + \sum_{j=1}^{L-2} A_{q,j} m_j \geq 2(m_q + n_q)$$  \hspace{1cm} (3.75)

The 1 is the spurious zero $u = 0$ of (3.11).

The next step will be to evaluate the scaling limit of these equations.

### 3.3.4 The scaling limit

As we are interested in the conformal energy (3.39), we need to evaluate

$$E = \lim_{N \to \infty} \left\{ \frac{N}{2\pi} \left[ - \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\varepsilon}^1(y))}{2\pi \cosh(y)} - 2 \sum_{k=1}^{m_1} \log \tanh \frac{y^{(1)}_k}{2} \right] \right\}$$  \hspace{1cm} (3.76)

so we are pushing the number of sites to infinity. In doing this, we need to pay attention to the movement of the one- and two-strings in consequence of the growth of $N$. They depend by $N$ with the law

$$y^{(q)}_k = y^{(q)}_k(N) = y^{(q)}_k + \log N > 0$$  \hspace{1cm} (3.77)

where the scaled position $\tilde{y}^{(q)}_k$ is not constrained to be positive, as it was for its lattice partner. We also need to consider that the reduced transfer matrix eigenvalues $\tilde{\varepsilon}^1(y)$ also depend by $N$ both by the TBA equations (3.58) and by the zero positions.
The “zeros term” in (3.76) can be easily worked out using the scaling (3.77)

\[
\lim_{N \to \infty} \left[ -\frac{N}{2\pi} \log \tanh \frac{\hat{y}^{(1)}_k + \log N}{2} \right] = \frac{1}{\pi} e^{-\hat{y}^{(1)}_k} \tag{3.78}
\]

The integral term has to be split and treated by changing the integration variables

\[
I = \lim_{N \to \infty} -\frac{N}{2\pi^2} \int_{-\infty}^{\infty} dy \frac{\log(1 + \varepsilon^1(y))}{2 \cosh(y)} = \lim_{N \to \infty} -\frac{N}{2\pi} \left[ \int_{-\log N}^{\infty} dy' \frac{\log(1 + \varepsilon^1(y' + \log N))}{2 \cosh(y')} \right. \\
\left. + \int_{-\infty}^{0} dy \frac{\log(1 + \varepsilon^1(y))}{2 \cosh(y)} \right] = \lim_{N \to \infty} -\frac{1}{2\pi^2} \int_{-\log N}^{\infty} dy' \log(1 + \varepsilon^1(y' + \log N)) + \int_{0}^{\log N} dy'' \log(1 + \varepsilon^1(y'' - \log N))
\]

In the limit, both the integrations go over the whole real axis; the subleading $N^{-2}$ term disappears and we are lead to define the following scaled eigenvalues

\[
\varepsilon^q(x) = \lim_{N \to \infty} \varepsilon^q(x + \log N) \tag{3.80}
\]

\[
\varepsilon^q_{\text{lower}}(x) = \lim_{N \to \infty} \varepsilon^q(-x - \log N)
\]

The first one comes from the original upper half plane the second one from the lower one. For finite $N$, here we have perfect mirror symmetry between the two half-planes so we don’t need to consider the lower one. Because of this mirror symmetry, it is convenient to put $-x$ in the definition of the lower component. We will show later that scaling the eigenvalues as in (3.80) is perfectly consistent with the TBA and auxiliary equations.

We finalise the energy expression ($y'' \to -y''$) using the mirror symmetry

\[
I = -\frac{1}{2\pi^2} \left[ \int_{-\infty}^{\infty} dy e^{-y} \log(1 + \varepsilon^1(y)) + \int_{-\infty}^{\infty} dy e^{-y} \log(1 + \varepsilon^1(y)) \right] = -\frac{1}{\pi^2} \int_{-\infty}^{\infty} dy e^{-y} \log(1 + \varepsilon^1(y)) \tag{3.81}
\]

and finally the conformal energy is given by

\[
E = -\frac{1}{\pi^2} \int_{-\infty}^{\infty} dy e^{-y} \log(1 + \varepsilon^1(y)) + 2 \sum_{k=1}^{m_1} \frac{1}{\pi} e^{-\hat{y}^{(1)}_k} \tag{3.82}
\]

The scaling eigenvalues in (3.80) can be determined by performing the same limit on the TBA equations (3.58). We initially treat the special term occurring for $q = 1$

\[
\lim_{N \to \infty} \delta_{1,q} N \log \tanh^2 \frac{x + \log N}{2} = -4\delta_{1,q} e^{-x} \tag{3.83}
\]

Then, the limit on the boundary term (second term on the right hand side of (3.58)) trivially vanishes. Among the terms containing the zeros, we look at those where there is a difference

\[
\lim_{N \to \infty} \log \tanh \frac{x + \log N - \hat{y}^{(q)}_k}{2} = \log \tanh \frac{x - \hat{y}^{(q)}_k}{2} \tag{3.84}
\]
while those where there is a sum disappear
\[
\lim_{N \to \infty} \log \tanh \frac{x + \log N + y_k^{(q)}}{2} = \lim_{N \to \infty} \log \tanh \frac{x + y_k^{(q)} + 2 \log N}{2} = 0 \tag{3.85}
\]
Clearly, these terms were produced by zeros in the lower half plane so their contribution vanishes in the upper half plane. The integral term is evaluated using the properties of the convolution
\[
(K \ast \log(1 + \varepsilon^j))(x + \log N) = (K \ast \log(1 + \varepsilon^j))(x) \tag{3.86}
\]
We are ready to recompose the TBA equations
\[
\log \varepsilon^q(x) = -4 \delta_{1,q} e^{-x} + \log \prod_{j=1}^{L-2} \prod_{k=1}^{m_j} \left[ \tanh \frac{x - y_k^{(j)}}{2} \right]^{A_{q,j}} \\
+ \sum_{j=1}^{L-2} A_{q,j} (K \ast \log(1 + \varepsilon^j))(x), \quad q = 1, \ldots, L - 2 \tag{3.87}
\]
Observe that the positivity condition
\[
1 + \varepsilon^q(x) > 0 \tag{3.88}
\]
remains true and the asymptotic value \(3.20\) is not changed by the scaling limit \(3.80\); that asymptotic value was used to fix the integration constants \(3.57\). We now use the TBA equations to evaluate the opposite asymptotic \(\varepsilon^q(-\infty)\). First, we observe that the zeros contribution is
\[
\lim_{x \to -\infty} \log \prod_{j=1}^{L-2} \prod_{k=1}^{m_j} \left[ \tanh \frac{x - y_k^{(j)}}{2} \right]^{A_{q,j}} = 0 \tag{3.89}
\]
because the zeros are in even number, from section 2.3. If we exponentiate \(3.87\), this contributes a factor one. The integral term is evaluated as in \(3.53\) and following equations, the positivity condition \(3.88\) ensuring that no imaginary parts are introduced so we have
\[
\lim_{x \to -\infty} \varepsilon^q(x) = \lim_{x \to -\infty} \exp(-4 \delta_{1,q} e^{-x}) \prod_{j=1}^{L-2} \left[ 1 + \varepsilon^j(-\infty) \right]^{\frac{1}{2}A_{q,j}} \tag{3.90}
\]
If \(q = 1\), the first factor forces a transcendentally fast vanishing
\[
\varepsilon^q(-\infty) = 0 \tag{3.91}
\]
that is an indirect manifestation of the presence of a sea of two-strings in the first strip, namely pyramids of height one. For the remaining values of \(q\) we write
\[
\varepsilon^q(-\infty) = \prod_{j=2}^{L-2} \left[ 1 + \varepsilon^j(-\infty) \right]^{\frac{1}{2}A_{q,j}} \quad q = 2, \ldots, L - 2 \tag{3.92}
\]
where the range of the product starts from \(j = 2\) because of \(3.91\). This equation can be solved with the technique of \[31\]: simple trigonometry shows that
\[
1 + \varepsilon^q(-\infty) = \frac{\sin^2(q + a)\tau}{\sin^2 \tau} \tag{3.93}
\]
31
is the solution of (3.92) for generic $q$, with two arbitrary parameters $a, \tau$ to be fixed (3.92) is like a second order finite difference equation in the integer $q$, if the logarithm is taken). The case $q = 2$ fixes $a = 0$ and the case $q = L - 2$ fixes $\tau = \pi/L$ so we conclude with

$$\epsilon^q(-\infty) = \frac{\sin^2 q\tau}{\sin^2 \tau} - 1, \quad q = 1, \ldots, L - 2, \quad \tau = \frac{\pi}{L}$$

(3.94)

Actually, the $q = 1$ case is also contained here. For generic parities of $m_q$, the value of $\tau$ would have been $\tau = r\pi/L$ with an integer parameter $r$ in the role of the Kac index of $(r,s)$. The parameter $s$ was introduced on the finite lattice in (3.20); the parameter $r$ first appears here after the scaling limit; in the present case $(r,s) = (1,1)$ namely we investigate the vacuum sector.

In literature, the following pseudoenergies are often used

$$\epsilon_q(x) = -\log \epsilon^q(x), \quad q = 1, \ldots, L - 2.$$  

(3.95)

A standard notation is also the function

$$L_q(x) = \log(1 + \epsilon^q(x)) = \log(1 + e^{-\epsilon_q(x)}), \quad L_q(x) \in \mathbb{R} \quad \text{for} \ x \in \mathbb{R}$$

(3.96)

From (3.41), this function vanishes on the zeros of the adjacent strips

$$L_q(\hat{y}_k^{(q\pm 1)}) = 0 \quad \forall \ k.$$  

(3.97)

The quantisation condition (3.66), according to the shift of the zeros (3.77), becomes

$$\lim_{N \to \infty} \Psi^q(y_k^{(q\pm 1)}) = \Psi^q(y_k^{(q)} + \log N) = \pi n_k^{(q)} \quad n_k^{(q)} = 1 \mod 2$$

(3.98)

so we are lead to scale the function as we did in (3.80). Actually, we recycle all our previous steps (3.83 3.84 3.86) and get

$$\hat{\Psi}^q(x) = \lim_{N \to \infty} \Psi^q(x + \log N)$$

(3.99)

$$= 4\delta_{1,q} e^{-x} + i \sum_{r=1}^{L-2} A_{q,r} \sum_{k=1}^{m_r} \log \tanh(\frac{x - \hat{y}_k^{(r)}}{2} - \frac{\pi}{4})$$

$$- \sum_{r=1}^{L-2} A_{q,r} \int_{-\infty}^{\infty} dy \frac{\log(1 + e^y)}{2\pi \sinh(x - y)}$$

$$\hat{\Psi}^q(\hat{y}_k^{(q)}) = \pi n_k^{(q)}$$

(3.100)

Observe that $\Psi^1$ keeps track of the infinite number of two-strings in the first strip that form the Dirac sea. In a familiar terminology, it is the coloured node of the $A_{L-2}$ TBA diagram. Equations 3.87 and 3.99 are fully consistent with the scaling limit taken in the energy expression (3.82).

We can use asymptotics to count the number of one- and two-strings. Because of (3.99), the spurious zero $u = 0$ of (3.75) now has left the analyticity strips moving toward $-\infty$ therefore all the odd multiples of $\pi$ from $\hat{\Psi}^q(-\infty)$ to $\hat{\Psi}^q(+\infty)$ are exclusively occupied by one or two strings; their amount is $m_q + n_q$ as the lower half plane is not visible here. The number of odd positions from $\hat{\Psi}^q(-\infty)$ to $\hat{\Psi}^q(+\infty)$ is evaluated from (3.99) and must be equated to the number of objects that can be allocated in the strip, namely $m_q + n_q$

$$\frac{\hat{\Psi}^q(-\infty) - \hat{\Psi}^q(+\infty)}{2\pi} = \frac{1}{2} \sum_{j=1}^{L-2} A_{q,j} m_j = m_q + n_q \quad q = 2, \ldots, L - 2.$$  

(3.101)
The case $q = 1$ simply gives $\infty = m_1 + n_1$, consistently with the notion that in the first strip there is a Dirac sea of $n$-family particles of high $1$, $n_1 = \infty$, and $m_1$ is not upper bounded. In summary, we feed in the functional equations \(3.19\) the one-string positions and from the equivalent TBA and auxiliary equations we get out the part of the $(m,n)$-system that survives after taking the scaling limit in \(2.3\).

3.3.5 Energy from excited TBA

Extending the calculations introduced in \[36\], the expression for the energy \(3.82\) can be cast into a closed form. We rewrite the quantization condition in the first strip, as given in \(3.74\) with \(3.3.5\) Energy from excited TBA

\[
\frac{2}{\pi} e^{-\hat{y}_h^{(1)}} = \frac{1}{2} n^{(1)}_h - \frac{1}{2\pi} \Psi^1(\hat{y}_h^{(1)}) + \frac{2}{\pi} e^{-\hat{y}_h^{(1)}}
\]

We now sum on all the first strip zeros to obtain

\[
\frac{2}{\pi} \sum_{h=1}^{m_1} e^{-\hat{y}_h^{(1)}} = \frac{1}{2} \sum_{h=1}^{m_1} n^{(1)}_h - \frac{i}{2\pi} \sum_{h=1}^{m_1} \sum_{k=1}^{m_2} \log \tanh\left(\frac{\hat{y}_h^{(1)} - \hat{y}_k^{(2)}}{2} - \frac{i\pi}{4}\right)
\]

being the integral evaluated on a zero we do not need to prescribe the principal value, according to \(3.97\). A similar manipulation in the other strips leads to

\[
0 = \sum_{h=1}^{m_q} \left(\frac{1}{2} n^{(q)}_h - \frac{1}{2\pi} \Psi^q(\hat{y}_h^{(q)})\right)
\]

\[
\frac{1}{2} \sum_{h=1}^{m_q} n^{(q)}_h - \frac{i}{2\pi} \sum_{h=1}^{m_q} \sum_{r=1}^{L-2} A_{q,r} \sum_{h=1}^{m_r} \log \tanh\left(\frac{\hat{y}_h^{(q)} - \hat{y}_k^{(r)}}{2} - \frac{i\pi}{4}\right)
\]

We add all these expressions for different strips $q = 1, \ldots, L - 2$

\[
\frac{2}{\pi} \sum_{h=1}^{m_1} e^{-\hat{y}_h^{(1)}} = \frac{1}{2} \sum_{q=1}^{L-2} \sum_{h=1}^{m_q} n^{(q)}_h - \frac{i}{2\pi} \sum_{q,r=1}^{L-2} A_{q,r} \sum_{h=1}^{m_r} \log \tanh\left(\frac{\hat{y}_h^{(q)} - \hat{y}_k^{(r)}}{2} - \frac{i\pi}{4}\right)
\]

\[
+ \int_{-\infty}^{\infty} \frac{dy}{4\pi^2} \left( \sum_{q,r=1}^{L-2} A_{q,r} L_r(y) \sum_{h=1}^{m_q} \frac{1}{\sinh(\hat{y}_h^{(q)} - y)} \right)
\]

We can use the following identity to evaluate the second term on the right hand side

\[
\log \tanh(x - \frac{i\pi}{4}) + \log \tanh(-x - \frac{i\pi}{4}) = -i\pi
\]

This identity is true in the fundamental determination of the logarithm and yields

\[
\frac{2}{\pi} \sum_{h=1}^{m_1} e^{-\hat{y}_h^{(1)}} = \frac{1}{2} \sum_{q=1}^{L-2} \sum_{h=1}^{m_q} n^{(q)}_h - \frac{1}{2} \sum_{q=1}^{L-3} m_q m_{q+1}
\]

\[
+ \int_{-\infty}^{\infty} \frac{dy}{4\pi^2} \left( \sum_{q,r=1}^{L-2} A_{q,r} L_r(y) \sum_{h=1}^{m_q} \frac{1}{\sinh(\hat{y}_h^{(q)} - y)} \right)
\]
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In the expression for the energy (3.82) we recognise the sum of exponentials computed in (3.108). We substitute it and we obtain an algebraic term and an integration term:

\[ E = \frac{1}{2} \sum_{q=1}^{L-2} \sum_{h=1}^{m_q} n_h^{(q)} - \frac{1}{2} \sum_{q=1}^{L-3} m_q m_{q+1} - \frac{S}{8\pi^2}. \]  (3.109)

The integral term is defined as

\[ S = 2 \int_{-\infty}^{+\infty} dy \left\{ 4e^{-y}L_1(y) - \left( \sum_{q=1}^{L-2} A_{q,r}L_r(y) \sum_{h=1}^{m_q} \frac{1}{\sinh(\hat{y}_h^{(q)} - y)} \right) \right\} \]  (3.110)

and it will be evaluated later with Rogers dilogarithms. The first and second of the algebraic terms can be easily worked out using the relation (3.74) between the two families of quantum numbers:

\[ \frac{1}{2} \sum_{q=1}^{L-2} \sum_{h=1}^{m_q} n_h^{(q)} = \sum_{q=1}^{L-2} \sum_{h=1}^{m_q} I_h^{(q)} + \frac{1}{2} \sum_{q=1}^{L-2} m_q^2. \]  (3.111)

Using the Cartan matrix (2.1) the following identity is easily proved:

\[ \frac{1}{2} \sum_{q=1}^{L-2} m_q^2 - \frac{1}{2} \sum_{q=1}^{L-3} m_q m_{q+1} = \frac{1}{4} m^T C m \]  (3.112)

where we use the same notation as in section 2.3. Using (3.111) and (3.112) in (3.109) we obtain the following expression where the quantum numbers and the content of zeros enter explicitly

\[ E = \frac{1}{4} m^T C m + \sum_{q=1}^{L-2} m_q I_h^{(q)} - \frac{S}{8\pi^2}. \]  (3.113)

To evaluate the integral contribution \( S \) in (3.110), it is convenient to compute the following expression in two alternative ways

\[ S_q = \int_{-\infty}^{+\infty} dy \left\{ \frac{d \log |\varepsilon^q(y)|}{dy} \log(1 + \varepsilon^q(y)) - \log |\varepsilon^q(y)| \frac{d \log(1 + \varepsilon^q(y))}{dy} \right\} \]  (3.114)

The absolute value here is convenient because it avoids us keeping track of the imaginary part that could appear when \( \varepsilon^q(y) \) is negative; this imaginary part does not contribute to the final value so we safely remove it from now on. Moreover, the full integrand is always real because of the reality condition (3.96). The quantity here defined will be evaluated in one way as sums and differences of dilogarithms and in a second way by using the TBA equations.

3.3.6 Evaluation with TBA equations

We evaluate the whole sum

\[ \sum_{q=1}^{L-2} S_q \]  (3.115)

and we will see that many terms will cancel. We need to insert in the second line of (3.114) the function \( \log |\varepsilon^q(y)| \) and its derivative as obtained from the TBA equations:

\[ \frac{d \log |\varepsilon^q(y)|}{dy} = 4e^{-y} \delta_{1,q} + \sum_{r=1}^{L-2} A_{q,r} \left( \sum_{k=1}^{m_r} \frac{1}{\sinh(y - y_k^{(r)})} + K \ast L_r(y) \right). \]  (3.116)
One can easily realize that, within the whole sum (3.115), all the terms that contain a convolution mutually cancels. Indeed, each term of type
\[
\frac{d \log |\varepsilon^{r}(y)|}{dy} \left| L_{r}(y) \right. \tag{3.117}
\]
contains a product \( K \ast (L_{r-1} + L_{r+1})L_{r} \) and each term of type
\[
- \log |\varepsilon^{r+1}(y)| \left| L_{r+1}'(y) \right. \tag{3.118}
\]
contains \(-K \ast (L_{r} + L_{r+2})L_{r+1}'\). In these triple products the convolution and the ordinary product can be exchanged and this produces the cancellation of all the convolution terms.

From the terms like (3.118) we also have contributions of the form
\[
\int_{-\infty}^{\infty} dy \left( -1 \right) \log \left| \tanh y - \tilde{y}(r) \right| \left| L_{r}'(y) \right. \tag{3.119}
\]
where the absolute value enters because of (3.114). Integrating by parts we obtain
\[
\left[ (-1) \log \left| \tanh \frac{y - \tilde{y}(r+1)}{2} \right| L_{r} \right]^{+\infty}_{-\infty} - \int_{-\infty}^{\infty} dy \left( -1 \right) \frac{L_{r}(y)}{\sinh(y - \tilde{y}(r+1))} \tag{3.120}
\]
where the first contribution vanishes. The remaining term in (3.120) sums with a analogous contribution from (3.117) and we are left with the following expression
\[
\sum_{q=1}^{L-2} S_{q} = 2 \int_{-\infty}^{\infty} dy \left[ 4e^{-y} L_{1} - \left( \sum_{q,r=1}^{L-2} A_{q,r} L_{r}(y) \sum_{h=1}^{m_{q}} \frac{1}{\sinh(\tilde{y}_{h}^{(q)} - y)} \right) \right] = S \tag{3.121}
\]
that precisely matches the quantity (3.110) that enters the energy.

### 3.3.7 Evaluation with dilogarithms

We start the evaluation of the first line in (3.114) by performing a change of the integration variable
\[
t = \varepsilon^{q}(y) > -1, \quad dt = dy \left[ \varepsilon^{q}(y) \right]' \tag{3.122}
\]
so that \( S_{q} \) is uniquely fixed by the asymptotic values of \( \varepsilon^{q} \)
\[
S_{q} = \int_{\varepsilon^{q}(-\infty)}^{\varepsilon^{q}(+\infty)} dt \left( \frac{\log(1 + t)}{t} - \frac{\log |t|}{1 + t} \right). \tag{3.123}
\]
The integration interval can be modified passing through the point zero
\[
S_{q} = \int_{0}^{\varepsilon^{q}(+\infty)} dt \left( \frac{\log(1 + t)}{t} - \frac{\log |t|}{1 + t} \right) - \int_{0}^{\varepsilon^{q}(-\infty)} dt \left( \frac{\log(1 + t)}{t} - \frac{\log |t|}{1 + t} \right) \tag{3.124}
\]
so we need to evaluate single constituent blocks given by the integration from zero to a certain asymptotic value \( t_a > -1 \). We introduce the function \( L_+ \) to label the main block

\[
L_+(t_a) = \frac{1}{2} \int_0^{t_a} dt \left( \frac{\log(1+t)}{t} - \log |t| \right).
\]

We introduce the function \( L^+ \) to label the main block

\[
L^+(t_a) = \left\{ \begin{array}{ll}
\frac{1}{2} \int_0^{t_a} dy \left( \frac{\log(1-y)}{1-y} + \frac{\log y}{1-y} \right) = L \left( t_a \right), & \text{if } t_a \geq 0, \\
\frac{1}{2} \int_0^{-t_a} dy \left( \frac{\log(1-y)}{1-y} + \frac{\log y}{1-y} \right) = -L \left( -t_a \right), & \text{if } t_a \leq 0
\end{array} \right.
\] (3.125)

where we performed simple changes of the integration variable and used the dilogarithm function \( \mathcal{L} \) defined in Appendix A. Notice that, so far, we only used the dilogarithm function in the fundamental interval \([0, 1]\).

The integral under investigation (3.114) can finally be expressed as the difference of the constituent blocks in (3.124) through the function \( L_+ \)

\[
S_q = 2 \left[ L_+(\varepsilon^q(+\infty)) - L_+(\varepsilon^q(-\infty)) \right].
\] (3.126)

### 3.3.8 Excitation energies

Our purpose is to make explicit the expression (3.126). Using the known identity (B.5) in the case \( t \geq 0 \) we obtain

\[
L_+(t) = \mathcal{L} \left( \frac{t}{1+t} \right) = \frac{\pi^2}{6} - \mathcal{L} \left( \frac{1}{1+t} \right), \quad t \geq 0.
\] (3.127)

Similarly, using the continuation of the function (B.2) we have

\[
L_+(t) = -\mathcal{L}(-t) = \frac{\pi^2}{6} - \mathcal{L} \left( \frac{1}{1+t} \right), \quad t \leq 0
\] (3.128)

so we can summarize these two cases into a single expression

\[
\frac{1}{2} \int_0^{t_a} dt \left( \frac{\log(1+t)}{t} - \log |t| \right) = L_+(t_a) = \frac{\pi^2}{6} - \mathcal{L} \left( \frac{1}{1+t} \right).
\] (3.129)

Using now the asymptotic values (3.20, 3.93), the argument of the dilogarithm in (3.129) takes the quadratic form

\[
\frac{1}{1+t} = \frac{\sin^2 \tau}{\sin^2 q\tau} \quad \text{or} \quad \frac{\sin^2 \theta}{\sin^2(q+1)\theta}
\] (3.130)

respectively for the \( \varepsilon^q(-\infty) \) or \( \varepsilon^q(+\infty) \) case. Finally, using (3.129), the sum of expressions (3.126) can be rewritten as

\[
\frac{3}{\pi^2} S = \frac{6}{\pi^2} \sum_{q=1}^{L-2} \left[ L_+(\varepsilon^q(+\infty)) - L_+(\varepsilon^q(-\infty)) \right] = \frac{6}{\pi^2} \sum_{q=1}^{L-2} \left[ \mathcal{L} \left( \frac{\sin^2 \tau}{\sin^2 q\tau} \right) - \mathcal{L} \left( \frac{\sin^2 \theta}{\sin^2(q+1)\theta} \right) \right]
\] (3.131)

where we introduced the factor \( 3/\pi^2 \) to make a comparison with the dilogarithm identity stated in (B.7). Indeed, the \( \varphi \) in the first term specializes to \( \varphi = \tau = \frac{\pi}{2} \) so that

\[
s(0, 2, L-2) = \frac{6}{\pi^2} \sum_{q=1}^{L-2} \mathcal{L} \left( \frac{\sin^2 \tau}{\sin^2(q+1)\tau} \right) = \frac{6}{\pi^2} \sum_{q=1}^{L-2} \mathcal{L} \left( \frac{\sin^2 \tau}{\sin^2 q\tau} \right)
\] (3.132)
and the last equality is justified because
\[ \mathcal{L}(1) = \mathcal{L}\left(\frac{\sin^2 \tau}{\sin^2 (L-1) \pi}\right) = \frac{\pi^2}{6}. \] (3.133)

In the third term of (B.7) we have \( \varphi = \theta = \frac{\pi}{L+1} \) so that
\[ s(0,2,L-1) = \frac{6}{\pi^2} \sum_{q=1}^{L-1} \mathcal{L}\left(\frac{\sin^2 \theta}{\sin^2 (q+1) \theta}\right) = \frac{6}{\pi^2} \sum_{q=1}^{L-2} \mathcal{L}\left(\frac{\sin^2 \theta}{\sin^2 (q+1) \theta}\right) + 1 \] (3.134)
where we used
\[ \mathcal{L}(1) = \mathcal{L}\left(\frac{\sin^2 \theta}{\sin^2 L \theta}\right) = \frac{\pi^2}{6}. \] (3.135)

With the results (3.132, 3.134), the expression (3.131) becomes
\[ \frac{3}{\pi^2} S = s(0,2,L-2) + 1 - s(0,2,L-1) = c_L = 1 - \frac{6}{L(L+1)} \] (3.136)
where the identities (B.7, B.8) were used and the vacuum boundary conditions were specified \( r = s = 1 \). We can insert this result in the expression for the energy (3.113) to obtain
\[ E = -\frac{c_L}{24} + \frac{1}{4} m^T C m + \sum_{q=1}^{L-2} \sum_{k=1}^{m_q} I_k^{(q)} \] (3.137)
and we see the appearance of the central charge of unitary minimal models. We have obtained a completely explicit expression for the energy of the states of the theory.

The identities (B.7, B.8) remind us the analogous expressions for the conformal dimensions of fields in unitary minimal models. Indeed, the full TBA calculation of this sector can be immediately extended to all cases. More difficult is the task of deriving the \((m,n)\)-system that applies to an arbitrary sector \((r,s)\). We do not discuss this issue in the present paper.

4 \( s\ell(2)_1 \) WZW Lattice Models

4.1 Definitions
The bulk face and boundary triangle Boltzmann weights of the critical level-1 WZW vertex models in the vacuum sector are
\[
\begin{align*}
\begin{array}{c}
\text{\quad} \\
\end{array} & = 1 - z, \\
\begin{array}{c}
\text{\quad} \\
\end{array} & = z, \\
\begin{array}{c}
\text{\quad} \\
\end{array} & = 1 \\
\begin{array}{c}
\text{\quad} \\
\end{array} & = 1
\end{align*}
\] (4.1)
\[
\begin{align*}
\begin{array}{c}
\text{\quad} \\
\end{array} & = 1
\end{align*}
\] (4.2)
where \( z = e^{iu} \) is now a multiplicative spectral parameter. Commuting double row transfer matrices can now be defined following [34].
4.2 Bethe ansatz

The Bethe ansatz equations satisfied by the double row transfer matrices of the level-1 WZW models are given by

\[ z \mathcal{D}(z) \mathcal{Q}(z) = (z + \frac{1}{2})^{2N+1} Q(z - 1) + (z - \frac{1}{2})^{2N+1} Q(z + 1) \]  

(4.3)

where

\[ Q(z) = \prod_{j=1}^{n} (z - z_j) \]  

(4.4)

and the physical analyticity strip of \( T(z) \) is \(-1/2 < \text{Re } z < 3/2\).

4.3 Functional equations

The functional equations given in section 3.2 holds also in the present case, with the difference that here there is no truncation so the fusion level \( q \) takes all integer values up to \( \infty \). Moreover, the parameter \( \lambda \) is now a real number (anisotropy of the spin chain). We are interested in the limit \( \lambda \to 0 \) so it is useful to rescale the spectral parameter and take the limit

\[ u \to \frac{u\lambda}{\pi} \]  

(4.5)

\[ \lambda \to 0 \]  

(4.6)

This rescaling and limit transform all trigonometric functions in polynomial functions of the rescaled variable \( u \). We introduce \( \mathcal{D}(u) = \mathcal{D}^1_0 \) and

\[ \mathcal{D}^q_k = \mathcal{D}^q(u + k\pi), \quad \mathcal{Q}_k = \mathcal{Q}(u + k\pi), \quad s_k(u) = \frac{2u}{\pi} + k; \quad f_k = (-1)^N \left( \frac{u}{\pi} + k \right)^{2N} \]  

(4.7)

The definition (3.10) becomes

\[ d^q_0 = \frac{s_{q-1}^2 \mathcal{D}^{q-1}_0 \mathcal{D}^{q+1}_0}{s_{-2s_2q} f_{-1} f_q}, \quad 1 \leq q, \]  

(4.8)

and the Y-system has a lower closure only

\[ d^q_0 d^q_1 = (I + d^q_0^{q+1})(I + d^q_1^{q-1}) \]  

(4.9)

\[ d^q_0 = 0 \]  

(4.10)

We also rewrite (3.9) for \( q = 1 \) as

\[ \frac{s_{-1} s_1}{s_{-2s_2q} f_{-1} f_q} \mathcal{D}^1_0 \mathcal{D}^1_1 = I + d^1_0 \]  

(4.11)

We remark that the periodicity of \( \pi \) that was a feature of all the transfer matrices (3.13) is now lost after the rescaling of the spectral parameter. The new analyticity strips for \( \mathcal{D}^q(u) \) and \( \mathcal{D}^q(u) \) at each fusion level in their respective analyticity strips are

\[ -\frac{q}{2} \pi < \text{Re } u < \frac{4-q}{2} \pi, \quad -\frac{q+1}{2} \pi < \text{Re } u < \frac{3-q}{2} \pi \]  

(4.12)
Defining the shifted transfer matrices

\[ \tilde{D}^q(u) = D^q\left(u + \frac{2q - q}{2} \pi \right), \quad \tilde{d}^q(u) = d^q\left(u + \frac{1 - q}{2} \pi \right) \] (4.13)

it follows that these transfer matrices have the common analyticity strip

\[-\pi < \text{Re}(u) < \pi \] (4.14)

and satisfy the same crossing symmetries

\[ \tilde{D}^q(u) = \tilde{D}^q(-u), \quad \tilde{d}^q(u) = \tilde{d}^q(-u) \] (4.15)

In terms of shifted transfer matrices, the TBA functional equations take the form

\[ \tilde{d}^q\left(u - \frac{\pi}{2}\right) \tilde{d}^q\left(u + \frac{\pi}{2}\right) = (1 + \tilde{d}^{-1}^q(u))(1 + \tilde{d}^{+1}^q(u)) \] (4.16)

We evaluate the asymptotics taking the limit \( \lambda \to 0 \) of (3.20) and we get

\[ \tilde{d}^q(+i\infty) = q(q + 2) \] (4.17)

Observe that now the asymptotics are the same for all sectors.

### 4.4 Analyticity and solution of TBA

Most parts of the derivation of the TBA equations for the truncated case carry on here, without modifications, so we limit ourselves to the results of the calculation.

Starting with the energy calculations, the bulk and boundary factors survive in the limit (4.5) so we can remove order \( N \) and order 1 zeros from \( D^1 \) as in (3.21)

\[ D^1_{\text{finite}}(u) = \frac{D^1(u)}{[\kappa_{\text{bulk}}(u)]^N \kappa_0(u)} = \tilde{D}^1_{\text{finite}}(u - \frac{\pi}{2}), \quad u \in (-\frac{\pi}{2}, \frac{3\pi}{2}). \] (4.18)

We easily get

\[ \tilde{D}^1_{\text{finite}}(u - \frac{\pi}{2}) \tilde{D}^1_{\text{finite}}(u + \frac{\pi}{2}) = 1 + \tilde{d}^1(u), \quad u \in (-\frac{\pi}{2}, \frac{\pi}{2}). \] (4.19)

We now remove the zeros of the level=1 transfer matrix, that we denote as

\[ \tilde{D}^1_{\text{finite}}(\pm iy_k^{(1)}) = \tilde{D}^1(\pm iy_k^{(1)}) = 0, \quad y_k^{(1)} > 0. \] (4.20)

To that purpose, we construct the following function

\[ Z(u) = \prod_{k=1}^{m_1} \left[ \tanh \frac{y_k^{(1)} + iu}{2} \tanh \frac{y_k^{(1)} - iu}{2} \right], \quad u \in (-\pi, \pi) \] (4.21)

that guarantees the complete removal of all zeros from the analyticity strip. Again, we rotate the variable

\[ \tilde{\varepsilon}^q(x) = \tilde{d}^q(ix) \] (4.22)

and use the analytic and non-zero function

\[ A(x) = \left. \frac{\tilde{D}^1_{\text{finite}}(u)}{Z(u)} \right|_{u = ix} \] (4.23)
to write the functional equation

\[ A(x + i \frac{\pi}{2}) A(x - i \frac{\pi}{2}) = 1 + \tilde{\varepsilon}^1(x), \quad u \in (-\frac{\pi}{2}, \frac{\pi}{2}). \]  

(4.24)

We solve it by Fourier transform, as in (3.36), and, at the isotropic point, the same equation obtained in (3.39).

\[ f_{\text{scal.}} = - \log D_{\text{finite}}^{\text{finite}}(\frac{\pi}{2}) = - \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\varepsilon}^1(y))}{2\pi \cosh(y)} - 2 \sum_{k=1}^{m_1} \log \tanh \frac{y^{(1)}_k}{2} \]  

(4.25)

It is now clear that we can directly rescale and take the limit (4.5) in the equations for the truncated case and we will get the equations for the untruncated one. From (3.52) we have

\[ \log \tilde{\varepsilon}^q(x) = \delta_{1,q} N \log \tanh^2 \frac{x}{2} + \log \tanh^2 \frac{x}{2} + C^{(q)} \]  

(4.26)

\[ + \log \prod_{j=1}^{\infty} \prod_{k=1}^{m_j} \left[ \tanh \frac{x - y^{(j)}_k}{2} \tanh \frac{x + y^{(j)}_k}{2} \right] A_{q,j} + \sum_{j=1}^{\infty} A_{q,j} \left( K * \log(1 + \tilde{\varepsilon}^j) \right)(x) \]

with the same kernel as in (3.37). We evaluate the \(+\infty\) limit of the equation to fix the integration constant. Using (3.53) we get

\[ \log \tilde{\varepsilon}^{(q)}(+\infty) = \frac{1}{2} \sum_{j=1}^{\infty} A_{q,j} \log(1 + \tilde{\varepsilon}^{(j)}(+\infty)) + C^{(q)} \]  

(4.27)

and the asymptotic values (4.17) force the vanishing of all integration constants

\[ C^{(q)} = 0. \]  

(4.28)

The zeros are fixed by the untruncated family of \(\Psi\) functions

\[ \Psi^q(x) = i \log \tilde{\varepsilon}^q(x - i \frac{\pi}{2}) = i \delta_{1,q} N \log \tanh^2 \frac{x}{2} - i \frac{\pi}{4} + i \log \tanh^2 \frac{x}{2} - i \frac{\pi}{4} + \]  

\[ + \sum_{j=1}^{\infty} A_{q,j} \sum_{k=1}^{m_j} \left[ \log \tanh \frac{x - y^{(j)}_k}{2} - i \frac{\pi}{4} + \log \tanh \frac{x + y^{(j)}_k}{2} - i \frac{\pi}{4} \right] - \]  

\[ - \sum_{j=1}^{\infty} A_{q,j} \int_{-\infty}^{\infty} dy \frac{\log(1 + \tilde{\varepsilon}^j(y))}{2\pi \sinh(x - y)} \]  

(4.29)

with the quantum numbers

\[ \Psi^q(y^{(q)}_k) = \pi n^{(q)}_k \quad n^{(q)}_k = 1 + 2(I^{(q)}_k + m_q - k). \]  

(4.30)

The scaling limit is computed precisely as in section 3.3.4. The result for the energy is

\[ E = -\frac{1}{\pi^2} \int_{-\infty}^{\infty} dy e^{-y} \log(1 + \varepsilon^1(y)) + 2 \sum_{k=1}^{m_1} \frac{1}{\pi} e^{-y^{(1)}_k} \]  

(4.31)
with the following set of TBA equations

\[
\log \varepsilon_q(x) = -4 \delta_1, q e^{-x} + \log \prod_{j=1}^{m_j} \prod_{k=1}^{m_j} \left[ \tanh \left( \frac{x - \hat{y}_k^{(j)}}{2} \right) \right] A_{q,j} + \\
+ \sum_{j=1}^{\infty} A_{q,j} \left( K \ast \log(1 + \varepsilon^j) \right)(x), \quad q = 1, \ldots
\] (4.32)

and the following quantisation conditions and auxiliary equations to fix the zeros

\[
\hat{\Psi}_q(x) = 4 \delta_1, q e^{-x} + i \sum_{r=1}^{\infty} A_{q,r} \sum_{k=1}^{m_r} \log \tanh \left( \frac{x - \hat{y}_k^{(r)}}{2} - i \frac{\pi}{4} \right)
\] 

\[
- \sum_{r=1}^{\infty} A_{q,r} \int_{-\infty}^{\infty} dy \log \left( \frac{1 + e^r(y)}{2\pi} \right)
\]

\[
\hat{\Psi}_q(y_k^{(q)}) = \pi n_k^{(q)} = \pi \left[ 1 + 2(f_k^{(q)} + m_q - k) \right]
\] (4.33)

along with the constraint on particle composition given by

\[
m_1 \geq m_2 \geq \cdots \geq m_k \geq \cdots \geq 0
\] (4.34)

After, the \(-\infty\) limit can be evaluated from the TBA equations or simply by taking the limit of (3.94) for \(\lambda \to 0\)

\[
\varepsilon^q(-\infty) = q^2 - 1
\] (4.35)

as in (4.17) we see that the asymptotics do not distinguish the sector.

4.5 Exact energy from excited TBA

Our goal is to get an explicit expression for energy eigenvalues. The method is very similar to the one introduced in section 3.3.5 but we need to introduce slight modifications to avoid intermediate divergent sums as those appearing in (3.108). Moreover, the non-cancellation of a number of terms compared to the truncated case requires to introduce a very compact notation to keep expressions within a reasonable length. We define

\[
B_{qh,rk} = -i \frac{\log \tanh \left( \frac{\hat{y}_k^{(q)} - \hat{y}_k^{(r)}}{2} - i \frac{\pi}{4} \right)}{2\pi}
\] (4.36)

and observe that the identity (3.107) takes now the form

\[
B_{qh,rk} + B_{rk,qh} = -\frac{1}{2}
\] (4.37)

Also, we define

\[
G_{r,qh} = \int_{-\infty}^{\infty} dy \frac{L_r(y)}{4\pi^2 \sinh(y_k^{(q)} - y)}
\] (4.38)

here the integrand is always finite because the numerator vanishes on the adjacent strip zeros as in (3.97) therefore the principal value is not necessary. We rewrite the quantization condition (4.33) for a zero in a generic strip \(y_k^{(q)}\) as

\[
\delta_1, q \frac{2}{\pi} e^{-\hat{y}_k^{(1)}} = \frac{1}{2} n_k^{(q)} + \sum_{r,k} A_{q,r} B_{qh,rk} + \sum_r A_{q,r} G_{r,qh}
\] (4.39)
For both $B$ and $G$ notations, the comma separates variables that refer to different objects, for example in $G_{r,qh}$ the label $r$ refers to the numerator while $qh$ to the denominator. In the sums, an index as in
\[
\sum_r
\]
means to sum on all possible values of $r$; which are its possible values it is clear from the context, for example the following sum
\[
\sum_{r,k} B_{qh,rk} = \sum_{r=1}^{\infty} \sum_{k=1}^{m_r} B_{qh,rk}
\]
has no other possible interpretations because $r$ ranges on positive integers and $k$, according to (4.36), labels a zero so it can take values in the corresponding strip $r$ only. Also, no sum on repeated indices will be used.

In (4.39) we sum on all zeros of all strips up to a given $Q > 1$, namely on all $q = 1, \ldots, Q$ and on all $h = 1, \ldots, m_q$. Actually observe that the contribution of a strip $q > 1$ to the right hand side is zero so that sum is independent of $Q$. The sum is reorganised
\[
\frac{2}{\pi} \sum_h e^{-\hat{y}_h^{(1)}} = \frac{1}{2} \sum_{q=1,h}^{Q} n_h^{(q)} + \sum_{q=1,h,r,k} A_{q,r} B_{qh,rk} + \sum_{q=1,h,r} A_{q,r} G_{r,qh} =
\]
\[
= \frac{1}{2} \sum_{q=1,h}^{Q} n_h^{(q)} + \sum_{q=2,h,k}^{Q} B_{qh,q-1k} + \sum_{q=1,h,k}^{Q-1} B_{qh,q+1k} + \sum_{h,k} B_{Qh,Q+1k} + \sum_{q=1,h}^{Q-1} G_{q+1,qh} + \sum_{q=2,h}^{Q} G_{q-1,qh} + \sum_{h}^{Q} G_{Q+1,Qh}
\]

In the second line, the sum on the quantum numbers is evaluated with (4.33) and gives
\[
\frac{1}{2} \sum_{q=1,h}^{Q} n_h^{(q)} = \sum_{q=1,h}^{Q} I_h^{(q)} = \frac{1}{2} \sum_{q=1}^{Q} m_q^2 ;
\]
the second and third terms are evaluated with (4.37) and yield
\[
- \frac{1}{2} \sum_{q=1}^{Q-1} m_q m_{q+1} .
\]
The sum evaluated in (4.42) can now be inserted in the energy expression (4.31) so we write
\[
E = \sum_{q=1,h}^{Q} I_h^{(q)} + \frac{m_1^2}{2} + \frac{1}{2} \sum_{q=1}^{Q-1} m_{q+1}(m_{q+1} - m_q) +
\]
\[
+ \sum_{h,k} B_{Qh,Q+1k} + \sum_{q=2,h}^{Q} G_{q-1,qh} + \sum_{q=1,h}^{Q-1} G_{q+1,qh} + \sum_{h} G_{Q+1,Qh} - \int_{-\infty}^{\infty} \frac{dy}{\pi} e^{-y} L_1(y) =
\]
\[
= \sum_{q=1,h}^{Q} I_h^{(q)} + \frac{m_1^2}{2} + \frac{1}{2} \sum_{q=1}^{Q-1} m_{q+1}(m_{q+1} - m_q) - \frac{S^Q}{8\pi^2} + T^Q
\]
and the newly introduced quantities are defined as

\[
S_Q = 8 \int_{-\infty}^{\infty} dy \, e^{-y} L_1(y) - 8\pi^2 \sum_{q=2,h}^Q G_{q-1,qh} - 8\pi^2 \sum_{q=1,h}^{Q-1} G_{q+1,qh} 
\]

\[
T_Q = \sum_{h,k} B_{Qh,Q+1k} + \sum_h G_{Q+1,Qh}
\]

(4.46)

We need to sum up to \( Q \) the values

\[
S_q = \int_{-\infty}^{\infty} dy \left[ -\text{Re}(\epsilon_q(y))' L_q(y) + \text{Re}(\epsilon_q(y)) L_q'(y) \right]
\]

(4.48)

where the real part is taken to remove all imaginary contributions coming from the zero terms in (4.32), namely

\[
\text{Re} \log \tanh \left( \frac{y - \hat{y}_k(r)}{2} \right) = \log | \tanh \left( \frac{y - \hat{y}_k(r)}{2} \right) |
\]

(4.49)

With some integrations by parts in (4.48) we get the following expression

\[
S_q = \delta_{1,q} 8 \int_{-\infty}^{\infty} dy \, e^{-y} L_1(y) - 8\pi^2 \sum_{r,k} A_{q,r} G_{q,rk} + \sum_r A_{q,r} \left( L_q \cdot K \ast L_q' - L_q \cdot K \ast L_q' \right)
\]

(4.50)

where the dot product \( \cdot \) indicates the bilinear form

\[
f \cdot g = \int_{-\infty}^{\infty} dy \, f(y) \, g(y)
\]

(4.51)

and the convolution "\( \ast \)" has higher priority than the bilinear form "\( \cdot \)". Actually, the two types of product can be exchanged because the kernel is even, for example

\[
L_q' \cdot K \ast L_r = L_r \cdot K \ast L_q' = L_q' \ast K \cdot L_r
\]

(4.52)

This property is extremely useful in the following sum because all bilinear terms cancel except those with largest indexes

\[
\sum_{q=1}^{Q} S_q = 8 \int_{-\infty}^{\infty} dy \, e^{-y} L_1(y) - 8\pi^2 \sum_{q=2,k}^Q G_{q-1,qk} - 8\pi^2 \sum_{q=1,k}^{Q-1} G_{q+1,qk} + \nonumber
\]

\[
-8\pi^2 \sum_k G_{Q,Q+1k} + K \ast L_{Q+1} \cdot L_Q - K \ast L_{Q+1} \cdot L_Q =
\]

\[
S_Q - 8\pi^2 \sum_k G_{Q,Q+1k} + K \ast L_{Q+1} \cdot L_Q - K \ast L_{Q+1} \cdot L_Q
\]

(4.53)

and we see that the quantity \( S_Q \) appears in this sum; in this way, the sum of (4.48) enters into the energy expression. The evaluation of (4.48) with dilogarithms has been done in section 3.3.7 and holds in the present case; in particular we will use (3.126). From the asymptotic values (4.35) and (4.17), using also the properties given in Appendix A, we get

\[
L_+(\epsilon^q(+\infty)) = L \left( \frac{\epsilon^q(+) + 1}{1 + \epsilon^q(+\infty)} \right) = L \left( \frac{q + 2}{q + 1} \right) = \frac{\pi^2}{6} - L \left( \frac{1}{(q + 1)^2} \right)
\]

(4.54)

\[
L_+(\epsilon^q(-\infty)) = L \left( \frac{\epsilon^q(-\infty) + 1}{1 + \epsilon^q(-\infty)} \right) = L \left( \frac{q^2 - 1}{q^2} \right) = \frac{\pi^2}{6} - L \left( \frac{1}{q^2} \right)
\]

(4.55)
and finally
\[ S_q = 2 \left[ \mathcal{L}\left(\frac{1}{q^2}\right) - \mathcal{L}\left(\frac{1}{(q+1)^2}\right) \right] \] (4.56)

In the sum on \( q \) all terms disappear but two
\[ \sum_{q=1}^{Q} S_q = 2 \sum_{q=1}^{Q} \left[ \mathcal{L}\left(\frac{1}{q^2}\right) - \mathcal{L}\left(\frac{1}{(q+1)^2}\right) \right] = 2\mathcal{L}(1) - 2\mathcal{L}\left(\frac{1}{(Q+1)^2}\right) = \frac{\pi^2}{3} - 2\mathcal{L}\left(\frac{1}{(Q+1)^2}\right) \] (4.57)

and (4.53) reads
\[ S_Q = \frac{8\pi^2}{3} \sum_k G_{Q,Q+1,k} - K^* L_{Q+1} \cdot L_Q + K^* L_{Q+1} \cdot L_Q' + \frac{\pi^2}{3} - 2\mathcal{L}\left(\frac{1}{(Q+1)^2}\right) \] (4.58)

Now we are ready to express the energy. From (4.45), using also (4.53) and (4.57), we have
\[ E = -\frac{1}{24} + \sum_{q=1}^{Q} I_h^{(q)} + \frac{m^2}{2} + \frac{1}{2} \sum_{q=1}^{Q} m_{q+1}(m_{q+1} - m_q) + U^Q \] (4.59)

\[ U^Q = \frac{S_Q}{8\pi^2} + T^Q + \frac{1}{24} = \frac{1}{4\pi^2} - \mathcal{L}\left(\frac{1}{(Q+1)^2}\right) - \sum_k G_{Q,Q+1,k} + \sum_k G_{Q+1,Q,k} + \sum_{h,k} B_{Qh,Q+1,k} \] (4.60)

By construction, the energy expression (4.59) is actually independent of \( Q \) because in (4.39) the contributions with \( q > 1 \) actually vanish. We will show that in the limit \( Q \to \infty \) the energy (4.59) will take a completely explicit form; to argue this, we need to know the behaviour of the transfer matrix eigenvalues for very large strip index \( q \).

The number of two-strings \( n_1 \) grows thermodynamically as \( N \) while all the other one- and two-strings numbers remain finite therefore the first line \( a = 1 \) of (2.10) becomes the trivial identity \( \infty = \infty \). This mechanism applies to all states; suppose a state is described by a lattice path of length \( N_0 \) and maximal height \( L_0 = \lfloor N_0/2 \rfloor + 1 \). As we increase \( N \), the same path fits in the extended lattice with just the addition of particles of type \( n_1 \) (Dirac sea) on the right-most part of the lattice. All the other particle numbers are unchanged. Explicitly, the following particle contents do not vary with \( N \)
\[ m_a \quad \text{for} \quad a = 1, 2, \ldots, L_0 - 1 \]
\[ n_a \quad \text{for} \quad a = 2, 3, \ldots, L_0 - 1 \]
\[ n_0 \] (4.61)

while the newly-arrived particles \( m_a, n_a, a = L_0, L_0 + 1, \ldots \) are fixed by consistency as
\[ m_a = n_0 \quad \text{for} \quad a = L_0, \ldots \]
\[ n_a = 0 \quad \text{for} \quad a = L_0, \ldots \] (4.62)

where we do not specify an upper limit because these equations hold true for all the following strips. It is also useful to define
\[ m_\infty = \lim_{L \to \infty} m_L = n_0 \] (4.63)
If we suppose that (2.10) is verified for a size $N_0 = 2(L_0 - 1)$, the highest tadpole equation $a = L_0 - 1$ becomes (remember that $m_{L_0 - 1} = n_0 = m_L$)

$$m_{L_0 - 1} + n_{L_0 - 1} = \frac{m_{L_0 - 2} + m_{L_0 - 1}}{2} = \frac{m_{L_0 - 2} + m_{L_0}}{2}$$

(4.64)

therefore the last member takes the form of an A-like adjacency rule. With the given definitions (4.62), for all $L \geq L_0$ the following A-like equality holds

$$m_L + n_L = \frac{m_{L-1} + m_{L+1}}{2} = n_0$$

(4.65)

We unify all this in the $(m,n)$-system notation

$$m_a + n_a = \frac{1}{2} \sum_{b=1}^{\infty} A_{a,b} m_b \quad a = 2, 3, \ldots$$

(4.66)

where the adjacency matrix is now an infinite $A_L$-like matrix. In summary, the identity $m_{L_0 - 1} = n_0 = m_L$ for all $L \geq L_0$ embeds the tadpole diagram in an infinite $A_\infty$ diagram. The property (4.62) is extremely important: it states that high-numbered strips have the same particle content, from a given $L_0$ on. The rectangle $N_0 = 2(L_0 - 1)$ times $L_0$ represent the smallest lattice at which a generic state (4.61) exists.

With (4.62) we can safely take the limit $Q \to \infty$ in the energy (4.59). In that limit, the sum on quantum numbers is finite because high strips do not contain two-strings; the sum on the $m$-family particles is also finite because $m_{q+1} - m_q = 0$ for all $q \geq L_0 - 1$. The dilogarithm vanishes because its argument vanishes.

We are left with the following sum of terms to be evaluated in the limit $Q \to \infty$

$$\left( - \sum_k G_{Q,Q+1} + \sum_k G_{Q+1,Q} \right) + \frac{1}{8\pi^2} \left( K * L_{Q+1}^I * L_Q - K * L_{Q+1} * L_Q^I \right) + \sum_{h,k} B_{Qh,Q+1-k}$$

(4.67)

We assume that the full information content of the high strips is the same namely that the following limits exist at large $q$

$$\lim_{q \to \infty} y_{(q)}^h = y_{(\infty)}^h$$

$$\lim_{q \to \infty} \varepsilon^I(x) = \varepsilon^{\infty}(x)$$

(4.68)

The two conditions are not fully independent because of the TBA and auxiliary equations. This limit says that the high strips coincide, they carry the same information (see the section on numerical evaluations for a justification). With this assumption, we can evaluate (4.67) by substituting the full expression (4.38)

$$\lim_{Q \to \infty} \left[ - \sum_k G_{Q,Q+1} + \sum_k G_{Q+1,Q} \right] =$$

$$\lim_{Q \to \infty} \sum_k \int \frac{dy}{4\pi^2} \left[ \frac{-L_Q(y)}{\sinh(y_{Q+1}^I - y)} + \frac{L_{Q+1}(y)}{\sinh(y_{Q}^I - y)} \right] = 0$$

(4.69)

The convolution term is evaluated by remembering the commutativity (4.52)

$$\lim_{Q \to \infty} \frac{1}{8\pi^2} \left( K * L_{Q+1}^I * L_Q - K * L_{Q+1} * L_Q^I \right) = \frac{1}{8\pi^2} \left( K * L_{\infty}^I * L_{\infty} - K * L_{\infty} * L_{\infty}^I \right) = 0$$

(4.70)
The last term must be written explicitly and, according to (4.63) and to (4.62), we will use \( m_Q = m_\infty \) because \( Q \) is sufficiently large

\[
\lim_{Q \to \infty} \sum_{h,k} B_{Qh,Q+1k} = \lim_{Q \to \infty} -\frac{i}{2\pi} \sum_{h,k=1}^{m_\infty} \log \tanh \left( \frac{y_h^{(Q)} - y_k^{(Q+1)}}{2} - i\frac{\pi}{4} \right)
\]

\[
= -\frac{i}{2\pi} \sum_{h,k=1}^{m_\infty} \log \tanh \left( \frac{y_h^{(\infty)} - y_k^{(\infty)}}{2} - i\frac{\pi}{4} \right) = -\frac{i}{2\pi} \sum_{h=1}^{m_\infty} \log \tanh \left( -i\frac{\pi}{4} \right) + \frac{i}{2\pi} \sum_{h,k=1}^{m_\infty} \log \tanh \left( \frac{y_h^{(\infty)} - y_k^{(\infty)}}{2} - i\frac{\pi}{4} \right)
\]

\[
= -\frac{m_\infty}{4} - \frac{1}{4} m_\infty (m_\infty - 1) = -\frac{1}{4} m_\infty^2 \quad (4.71)
\]

where we have used the identity (3.107). Notice that we always use the logarithms in their fundamental determination. In (4.59) all terms have been evaluated in the limit \( Q \to \infty \) so we write the final result

\[
E = -\frac{1}{24} + \sum_{q=1}^{m_Q} \sum_{h=1}^{m_q} I_h^{(q)} + \frac{m^2}{2} + \frac{1}{2} \sum_{q=1}^{m_Q+1} (m_{q+1} - m_q) - \frac{1}{4} m^2_\infty
\]

\[
= -\frac{1}{24} + \sum_{q=1}^{m_Q} \sum_{h=1}^{m_q} I_h^{(q)} + \frac{1}{4} m^T C m - \frac{1}{4} m_\infty^2 \quad (4.72)
\]

where \( C \) is now the infinite \( A_L \)-like Cartan matrix, in agreement with the \((m,n)\) system (4.66). We have to compare the energy expression (4.72) with the finitized character expression (2.30). As noticed in (4.61), every state is characterized by \( L_0 \) namely the minimal lattice that contains it. Considering a finite lattice and matrices and vectors of length \( L_0 \), it is easy to prove that

\[
\frac{1}{4} m^T C_{\text{tad}} m = \frac{1}{4} m^T C m - \frac{1}{4} m_\infty^2 \quad (4.73)
\]

where \( C_{\text{tad}} \) is the tadpole \( T'_{L_0-1} \) Cartan matrix and \( C \) is the \( A_{L_0-1} \) Cartan matrix. Observe that, a priori, on the left hand side the limit \( L_0 \to \infty \) is not defined because we don’t know how to treat the entry corresponding to the loop in the diagram, namely the entry \((L_0,L_0)\) of the Cartan matrix, while in the right hand side the limit is perfectly defined thanks to the properties (4.62). More explicitly, in the right hand side the general term takes the form

\[
\frac{m_q(m_q - m_{q-1})}{2} \quad (4.74)
\]

and it is trivially zero from \( L_0 \) on because of (4.62). This ends our calculations for the 6v model.

### 4.6 Tadpole truncation for numerical TBA

In (4.68) we have formulated an assumption on the behaviour of the transfer matrix eigenvalues in strip \( q \), with \( q \) growing to infinity. Here we try to motivate this assumption on the basis of numerical solutions of the infinite TBA system of (4.32, 4.33).

It is important to remember that a strip is directly related to the neighboring strips only, with an \( A_\infty \) adjacency rule, therefore we face the problem of choosing a suitable truncation. Inspired by
the argument given near (4.66) and also by the assumption in (4.68), we use a tadpole truncation, in which the amount of information that should come in the last strip \( Q \) from the strip \( Q + 1 \) is replaced by the strip content of \( Q \) itself (this \( Q \) is not the same of Section 4.5). In other words, (4.32, 4.33) are unchanged for all strips \( q < Q \) but for the last strip we replace them with

\[
\log \varepsilon^Q(x) = \log \prod_{j=Q-1}^{Q} \prod_{k=1}^{m_j} \tanh \frac{x - \hat{y}^{(j)}_k}{2} + \sum_{j=Q-1}^{Q} \left( K * \log(1 + \varepsilon^j) \right) (x) \tag{4.75}
\]

\[
\hat{\Psi}^Q(x) = i \sum_{r=Q-1}^{Q} \sum_{k=1}^{m_r} \log \tanh \left( \frac{x - \hat{y}^{(r)}_k - i \pi}{4} - i \frac{\pi}{4} \right) - \sum_{r=Q-1}^{Q} \int_{-\infty}^{\infty} dy \frac{\log(1 + \varepsilon^r(y))}{2 \pi \sinh(x - y)} \tag{4.76}
\]

Quantization conditions and (4.31) are unchanged. This truncation can be equivalently formulated by saying that the adjacency matrix of \( A_\infty \) in (4.32, 4.33) is replaced by that of the tadpole \( T'_Q \) as in Section 2 and especially in (2.10). Notice that the counting in (3.101) makes inconsistent a naive truncation in which the last strip \( Q \) contains the previous one \( Q - 1 \) but not the \( Q \) itself: that would make no space to allocate the required number of one-strings.

We have implemented numerical TBA equations for the truncations \( T'_2, T'_3, T'_4 \) and the actual numerical results fully confirm our assumption. For the second state in Figure 10, characterized by two zeros in each strip, with quantum numbers

\[
I_1^{(q)} = I_2^{(q)} = 0 \quad \forall \quad q, \tag{4.77}
\]

we obtain the zeros positions in Table 1. The distance between corresponding zeros in different strips \( |y_k^{(j)} - y_k^{(j+1)}| \) can be evaluated from Table 1 and suggests a vanishing behaviour

\[
\begin{array}{ccc|ccc}
\hline
j & 2 & 3 & 4 \\
|y_2^{(j)} - y_2^{(j+1)}| & 0.6038 & 0.3861 & 0.2890 \\
|y_1^{(j)} - y_1^{(j+1)}| & 0.3949 & 0.2898 & 0.2323 \\
\hline
\end{array} \tag{4.78}
\]

consistent with the existence of the limit (4.68). The actual positions grow with \( j \) but we expect this growth will slow down later on. From Table 1 we also observe that the energy value decreases toward 1, as expected for this state, see Figure 10.

The result in (4.78) is precisely as expected: different strips tend to resemble each other, with the same zeros and the same eigenvalues (plots of the transfer matrix eigenvalues are not given here). We obtained similar results for various other states, for example for the first of Figure 11.

Table 1: Zeros and energies from the numerical solution of the TBA system at three different levels of the tadpole truncation are given here.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>( y_1^{(1)} )</th>
<th>( y_2^{(1)} )</th>
<th>( y_1^{(2)} )</th>
<th>( y_2^{(2)} )</th>
<th>( y_1^{(3)} )</th>
<th>( y_2^{(3)} )</th>
<th>( y_1^{(4)} )</th>
<th>( y_2^{(4)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T'_2 )</td>
<td>1.00714</td>
<td>-0.2783</td>
<td>1.6430</td>
<td>-0.6732</td>
<td>2.2468</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T'_3 )</td>
<td>1.00397</td>
<td>-0.2874</td>
<td>1.7675</td>
<td>-0.8257</td>
<td>2.6191</td>
<td>-1.1155</td>
<td>3.0052</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T'_4 )</td>
<td>1.00253</td>
<td>-0.2911</td>
<td>1.8293</td>
<td>-0.8989</td>
<td>2.8152</td>
<td>-1.3431</td>
<td>3.4124</td>
<td>-1.5754</td>
<td>3.7014</td>
</tr>
</tbody>
</table>
5 Discussion

In this paper we have introduced a combinatorial formalism, based on paths and quasiparticles (particles and dual-particles), to classify the eigenvalues and eigenstates of the transfer matrices of critical two-dimensional Yang-Baxter integrable lattice models. This is achieved by implementing an energy-preserving bijection between patterns of zeros (in the plane of the complex spectral parameter $u$) of the transfer matrix eigenvalues and lattice paths coinciding with one-dimensional configurational sums. The TBA equations are solved for the conformal spectra of energies using the analyticity information encoded in the patterns of zeros, that is, the relative locations of the 1-strings (dual-particles) and 2-strings (particles). This program has been carried to completion for the ABF RSOS and XXZ models in their vacuum sectors. However, we expect our methods to generalize to other sectors and to other models including the $D$ and $E$ RSOS models as well as $Z_k$ parafermions. Finally, our methods remove certain logical inconsistencies of previous approaches based on lattice paths and should extend to boundary conditions other than fixed boundary conditions such as periodic and toroidal boundaries.
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A. Young Diagrams and Rigged Configurations

The Bethe equations of the Heisenberg $SU(2)$ spin chain [8] characterise the Hamiltonian eigenvalues in terms of certain complex roots $\{z_j\}$ known as Bethe roots. The Bethe roots are zeros of the Baxter $Q$-operator [13] and satisfy the set of coupled equations easily obtained from (4.3) fixing $z$ equal to one of the zeros $z = z_j$, with $r = \#\{\text{Bethe roots}\}$, $0 \leq r \leq \ell$, $\ell = \lfloor \frac{N}{2} \rfloor$. We will undertake a more abstract study of the rigged configurations but would like to point out that for the WZW model one has $\ell = L - 1$. In the large lattice size limit the solutions of the Bethe Ansatz equations assume the form of “strings” namely families of complex numbers with the same imaginary part and equally spaced real parts symmetrically disposed on the two sides of the imaginary axis. This is the string hypothesis. Clearly the largest string equals the maximum number of Bethe roots. We denote the length of a string by $l$ lying in the range $l = 1, \ldots, \ell$. Each $l$-string of $Q$ corresponds to a 2-string in strip $l$ of the transfer matrix, namely to a two-string of $D^l$, as we clearly show in Figures 10, 11, 12. We denote the number of $l$-strings of $Q$ by $n_l$. Therefore the total number of Bethe roots is

$$r = \sum_{l=1}^{\ell} l n_l. \quad (A.1)$$

This equation allows one to identify string configurations and partitions of $r$. We indicate a string’s configuration, $\nu$, as the collection of lengths of its component strings, $\nu_l$, set out in decreasing order
\[ \nu_i \geq \nu_{i+1} \]

\[ \nu = (\nu_1, \ldots, \nu_j, \ldots) = (\nu^1, \ldots, \nu^n, \ldots, \nu^{n_1}), \quad (A.2) \]

and is a partition of \( r \), \( \nu \vdash r \), such that

\[ r = \sum_i \nu_i. \quad (A.3) \]

Partitions are represented by Young diagrams in which the row \( j \) contains \( \nu_j \) boxes, or in the compact notation of the second line of (A.2) the positive integer \( l \) appears \( n_l \) times

\[ \begin{array}{c}
\ell \\
n_\ell \\
\vdots \\
n_2 \\
n_1 \\
\vdots \\
\end{array} \]

(A.4)

If \( n_l \) vanishes, the term is omitted, and if \( n_l \) equals one, the exponent is omitted.

The number of boxes of the longest row in a diagram, namely its number of columns, labels the highest occupied strip of the transfer matrix. That number cannot be greater than \( \ell \), corresponding to the highest possible string length. The number of rows in the Young diagram of \( \nu \) is

\[ q = \sum_{l=1}^{\ell} n_l, \quad (A.5) \]

corresponding to the total number of 2-strings in all the analyticity strips of the transfer matrices. We indicate the number of boxes in the first \( l \) columns of the Young diagram associated with the partition \( \nu \) by \( Q_l \). We can evaluate it by observing that in the first column there are \( n_\ell + \ldots + n_3 + n_2 + n_1 \) boxes, while in the second there are only \( n_\ell + \ldots + n_3 + n_2 \) boxes and so on therefore

\[ Q_l = \ell \sum_{i=l+1}^{\ell} n_i + \sum_{i=1}^{l} i n_i. \quad (A.6) \]

From (2.9) we now have

\[ N - 2Q_l = n_0 + 2 \sum_{i=l+1}^{\ell} (i - l) n_i = m_l, \quad (A.7) \]

where \( m_l \) is the number of 1-strings in the strip \( l \) of the transfer matrix.

Following the construction of [13], [14] and more recent studies [21], [22] we define the notion of a rigging of a configuration. The first two works established a bijective correspondence between
standard Young tableaux and the set of admissible rigging of configurations. The rigging of a given configuration \( \nu \) is a set of non-negative integer multiples \( \{L_1, L_2, \ldots, L_q\} \) chosen according to the following rules:

1. each block of strings with length \( l \) are treated separately,
2. for a block with string length \( l \), the \( n_l \) integers \( L_v \) with indices \( v \) in the ranges

\[
\sum_{j=l+1}^{l} n_j + 1 \quad \text{to} \quad \sum_{j=l}^{l} n_j,
\]

(A.8)

are determined by all solutions subject to \( 0 \leq \ldots \leq L_v \leq L_{v+1} \leq \ldots \leq m_l \).

The \( L_v \) are the quantum numbers of the 2-strings, in analogy with the 1-string quantum numbers \( I_j(2.16) \) and is the number of one-strings above the \((v + 1)\)-st two-string.

The totality of all rigged configurations gives the number of Bethe states. Within the block of strings with length \( l \) there are

\[
\binom{m_l + n_l}{m_l},
\]

(A.9)

choices for \( n_l \) integers constrained by the inequality in the second rule. This follows from the fact that the cardinality of the set \( \{(X_1, \ldots, X_n) \in \mathbb{Z}^n_{\geq 0} : 0 \leq X_1 \leq \ldots \leq X_n \leq m\} \) is \( \binom{m+n}{n} \). We have one such binomial factor for each possible string length \( l \) so the number of rigged configurations for a given partition \( \nu \vdash r \) is

\[
Z(\nu) = \prod_{i=1}^{\ell} \binom{m_l + n_l}{m_l} = \prod_{i=1}^{\infty} \binom{m_l + n_l}{m_l}
\]

(A.10)

where the \((m,n)\)-system \( \text{(2.10)} \) holds. The number of rigged configurations, namely the number of Bethe eigenstates for a lattice of size \( N \) and with \( r \) Bethe roots, or alternatively the number of states in the spin sector \( N/2 - r \) is

\[
Z(N,r) = \sum_{\nu \vdash r} Z(\nu)
\]

(A.11)

The explicit formula for this sum, first given by Bethe \[8\] and generalised by Kirillov in \[10\] using the method of generating functions, is

\[
Z(N,r) = \binom{N}{r} - \binom{N}{r-1},
\]

(A.12)

and we observe that this sums up to give the correct total number of states

\[
\sum_{r=0}^{[N/2]} (N - 2r + 1)Z(N,r) = 2^N,
\]

(A.13)

where \( N - 2r + 1 = 2s + 1 \) is the degeneracy of the spin sector with spin \( s \).

As an illustration of the foregoing theory we give the working out of the example of \( N = 10 \) lattice sites and \( r = 5 \) Bethe roots. Breaking the problem down into the partitions of five we find the following results.
1. $\nu = \langle 1^5 \rangle$ and $q = 5$

\begin{align*}
\nu &= \langle 1^5 \rangle \\
q &= 5 \\
l &= 1 \\
Q_1 &= 5 \\
(m_1, n_1) &= (0, 5) \\
1 \leq v &\leq 5 \\
0 \leq L_1 &\leq L_2 \leq L_3 \leq L_4 \leq L_5 \leq 0 \\
l &= 2 \\
Q_2 &= 5 \\
(m_2, n_2) &= (0, 0) \\
l &= 3 \\
Q_3 &= 5 \\
(m_3, n_3) &= (0, 0) \\
l &= 4 \\
Q_4 &= 5 \\
(m_4, n_4) &= (0, 0) \\
l &= 5 \\
Q_5 &= 5 \\
(m_5, n_5) &= (0, 0)
\end{align*}

\[
\begin{array}{cccccccc}
& L_1 & 0 \\
L_2 & 0 \\
L_3 & 0 \\
L_4 & 0 \\
L_5 & 0 \\
\end{array}
\]

Z($\langle 1^5 \rangle$) = $\binom{5}{0} = 1$, $\chi_{\langle 1^5 \rangle}(q) = 1$

2. $\nu = \langle 2, 1^3 \rangle$ and $q = 4$

\begin{align*}
\nu &= \langle 2, 1^3 \rangle \\
q &= 4 \\
l &= 1 \\
Q_1 &= 4 \\
(m_1, n_1) &= (2, 3) \\
2 \leq v &\leq 4 \\
0 \leq L_2 \leq L_3 \leq L_4 \leq 2 \\
l &= 2 \\
Q_2 &= 5 \\
(m_2, n_2) &= (0, 1) \\
1 \leq v &\leq 1 \\
0 \leq L_1 \leq 0 \\
l &= 3 \\
Q_3 &= 5 \\
(m_3, n_3) &= (0, 0) \\
l &= 4 \\
Q_4 &= 5 \\
(m_4, n_4) &= (0, 0) \\
l &= 5 \\
Q_5 &= 5 \\
(m_5, n_5) &= (0, 0)
\end{align*}

\[
\begin{aligned}
& L_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
& L_2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
& L_3 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 2 & 2 & 2 \\
& L_4 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 2 & 2 \\
\end{aligned}
\]

Z($\langle 2, 1^3 \rangle$) = $\binom{5}{2} \binom{3}{0} = 10$, $\chi_{\langle 2, 1^3 \rangle}(q) = 1 + q + 2q^2 + 2q^3 + 2q^4 + q^5 + q^6$

3. $\nu = \langle 2^2, 1 \rangle$ and $q = 3$

\begin{align*}
\nu &= \langle 2^2, 1 \rangle \\
q &= 3 \\
l &= 1 \\
Q_1 &= 3 \\
(m_1, n_1) &= (4, 1) \\
3 \leq v &\leq 3 \\
0 \leq L_3 \leq 4 \\
l &= 2 \\
Q_2 &= 5 \\
(m_2, n_2) &= (0, 2) \\
1 \leq v &\leq 2 \\
0 \leq L_1 \leq L_2 \leq 0 \\
l &= 3 \\
Q_3 &= 5 \\
(m_3, n_3) &= (0, 0) \\
l &= 4 \\
Q_4 &= 5 \\
(m_4, n_4) &= (0, 0) \\
l &= 5 \\
Q_5 &= 5 \\
(m_5, n_5) &= (0, 0)
\end{align*}

\[
\begin{array}{cccc}
& L_1 & 0 & 0 & 0 & 0 \\
& L_2 & 0 & 0 & 0 & 0 \\
& L_3 & 0 & 1 & 2 & 3 & 4 \\
\end{array}
\]

Z($\langle 2^2, 1 \rangle$) = $\binom{5}{1} \binom{3}{0} = 5$, $\chi_{\langle 2^2, 1 \rangle} = 1 + q + q^2 + q^3 + q^4$

4. $\nu = \langle 3, 1^2 \rangle$ and $q = 3$
\[ l = 1 \quad Q_1 = 3 \quad (m_1, n_1) = (4, 2) \quad 2 \leq v \leq 3 \quad 0 \leq L_2 \leq L_3 \leq 4 \\
l = 2 \quad Q_2 = 4 \quad (m_2, n_2) = (2, 0) \\
l = 3 \quad Q_3 = 5 \quad (m_3, n_3) = (0, 1) \quad 1 \leq v \leq 1 \quad 0 \leq L_1 \leq 0 \\
l = 4 \quad Q_4 = 5 \quad (m_4, n_4) = (0, 0) \\
l = 5 \quad Q_5 = 5 \quad (m_5, n_5) = (0, 0) \]

\[
\begin{align*}
L_1 & \quad 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
L_2 & \quad 0 & 0 & 1 & 0 & 1 & 2 & 0 & 1 & 2 & 3 & 0 & 1 & 2 & 3 & 4 \\
L_3 & \quad 0 & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 3 & 3 & 4 & 4 & 4 & 4 & 4 & 4
\end{align*}
\]

3-string block

\[ Z(\langle 3, 1^2 \rangle) = \binom{5}{1} \binom{3}{2} \binom{1}{0} = 15, \quad \chi_{(3,1^2)} = 1 + q + 2q^2 + 2q^2 + 3q^4 + 2q^5 + 2q^6 + q^7 + q^8 \]

5. \( \nu = \langle 3, 2 \rangle \) and \( q = 2 \)

\[
\begin{align*}
l = 1 \quad Q_1 = 2 \quad (m_1, n_1) = (6, 0) \\
l = 2 \quad Q_2 = 4 \quad (m_2, n_2) = (2, 1) \quad 2 \leq v \leq 2 \quad 0 \leq L_2 \leq 2 \\
l = 3 \quad Q_3 = 5 \quad (m_3, n_3) = (0, 1) \quad 1 \leq v \leq 1 \quad 0 \leq L_1 \leq 0 \\
l = 4 \quad Q_4 = 5 \quad (m_4, n_4) = (0, 0) \\
l = 5 \quad Q_5 = 5 \quad (m_5, n_5) = (0, 0) \]

\[
\begin{align*}
L_1 & \quad 0 & 0 & 0 \\
L_2 & \quad 0 & 1 & 2 \\
L_3 & \quad 2 & 3 & 4 & 5 & 6
\end{align*}
\]

2-string block

\[ Z(\langle 3, 2 \rangle) = \binom{6}{4} \binom{3}{2} \binom{1}{0} = 3, \quad \chi_{(3,2)} = 1 + q + q^2 \]

6. \( \nu = \langle 4, 1 \rangle \) and \( q = 2 \)

\[
\begin{align*}
l = 1 \quad Q_1 = 2 \quad (m_1, n_1) = (6, 1) \quad 2 \leq v \leq 2 \quad 0 \leq L_2 \leq 6 \\
l = 2 \quad Q_2 = 4 \quad (m_2, n_2) = (4, 0) \\
l = 3 \quad Q_3 = 4 \quad (m_3, n_3) = (2, 0) \\
l = 4 \quad Q_4 = 5 \quad (m_4, n_4) = (0, 1) \quad 1 \leq v \leq 1 \quad 0 \leq L_1 \leq 0 \\
l = 5 \quad Q_5 = 5 \quad (m_5, n_5) = (0, 0) \]

\[
\begin{align*}
L_1 & \quad 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
L_2 & \quad 0 & 1 & 2 & 3 & 4 & 5 & 6
\end{align*}
\]

1-string block

\[ Z(\langle 4, 1 \rangle) = \binom{4}{1} \binom{3}{2} \binom{1}{0} = 7, \quad \chi_{(4,1)} = 1 + q + q^2 + q^3 + q^4 + q^5 + q^6 \]

7. \( \nu = \langle 5 \rangle \) and \( q = 1 \)

\[
\begin{align*}
l = 1 \quad Q_1 = 1 \quad (m_1, n_1) = (8, 0) \\
l = 2 \quad Q_2 = 2 \quad (m_2, n_2) = (6, 0) \\
l = 3 \quad Q_3 = 3 \quad (m_3, n_3) = (4, 0) \\
l = 4 \quad Q_4 = 4 \quad (m_4, n_4) = (2, 0) \\
l = 5 \quad Q_5 = 5 \quad (m_5, n_5) = (0, 1) \quad 1 \leq v \leq 1 \quad 0 \leq L_1 \leq 0 \\
\]

\[
\begin{align*}
L_1 & \quad 0
\end{align*}
\]

5-string block

\[ Z(\langle 5 \rangle) = \binom{5}{0} \binom{4}{1} \binom{3}{2} \binom{1}{0} = 1, \quad \chi_{(5)} = 1 \]
Summing all these cases we find the total number of rigged configurations

\[ Z(10,5) = 1 + 10 + 5 + 15 + 3 + 7 + 1 = 42 \]

Here we show the breakdown of the Bethe Ansatz roots. For each number of Bethe roots \( r \), the corresponding Bethe eigenstate \( \psi(z_1, \ldots, z_r) \) is a highest weight vector of an \( SU(2) \) representation of total spin \( s = \frac{N}{2} - r \). Being an highest weight, its third spin component is also \( S_z = s \). The repeated action of the ladder operator \( S_- \) generates \( 2s \) additional states having the same energy as \( \psi \) but having third spin component \( S_z = s - 1, s - 2, \ldots, -s \).

\[
\begin{array}{c|cccc}
N = 2 & S_z = 1 & 0 & -1 \\
\hline
s = 1 & 1 & 1 & 1 \\
0 & 1 \\
Total & 1 & 2 & 1 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
N = 3 & S_z = \frac{\frac{3}{2}}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{3}{2} \\
\hline
s = 3/2 & 1 & 1 & 1 & 1 \\
1/2 & 2 & 2 \\
Total & 1 & 3 & 3 & 1 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
N = 4 & S_z = 2 & 1 & 0 & -1 & -2 \\
\hline
s = 2 & 1 & 1 & 1 & 1 & 1 \\
1 & 3 & 3 & 3 \\
0 & 2 \\
Total & 1 & 4 & 6 & 4 & 1 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
N = 5 & S_z = \frac{\frac{5}{2}}{2} & \frac{3}{2} & \frac{1}{2} & -\frac{1}{2} & -\frac{3}{2} & -\frac{5}{2} \\
\hline
s = 5/2 & 1 & 1 & 1 & 1 & 1 & 1 \\
3/2 & 4 & 4 & 4 & 4 \\
1/2 & 5 & 5 \\
Total & 1 & 5 & 10 & 10 & 5 & 1 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
N = 6 & S_z = 3 & 2 & 1 & 0 & -1 & -2 & -3 \\
\hline
s = 3 & 1 & 1 & 1 & 1 & 1 & 1 \\
2 & 5 & 5 & 5 & 5 \\
1 & 9 & 9 & 9 \\
0 & 5 \\
Total & 1 & 6 & 15 & 20 & 15 & 6 & 1 \\
\end{array}
\]
In each table, the two states with \( s = |S_z| \) are saturated ferromagnets. The vacuum sector that we describe in this paper is characterized by vanishing total magnetization \( S_z = 0 \).

Notice also that the tower particles are not visible as zeros of \( Q \) in Figures 10, 11, 12 and they do not correspond to additional Bethe roots in (A.1). Comparing the constraint on \( N \) in (2.9) with (A.1) we relate the number of tower particles, the number of Bethe roots and the highest spin of the representation by

\[
n_0 = N - 2r = 2s
\]  

(A.14)

**B. Dilogarithm Identities**

The Rogers dilogarithms are defined as

\[
\mathcal{L}(x) = -\frac{1}{2} \int_0^x dy \left( \log(1-y) + \log \frac{y}{1-y} \right), \quad 0 \leq x \leq 1.
\]  

(B.1)

Following [41, 42], we extend the definition to the whole real axis by

\[
\mathcal{L}(x) = \frac{\pi^2}{3} - \mathcal{L}(x^{-1}), \quad \text{if} \quad x > 1,
\]  

(B.2)

\[
\mathcal{L}(x) = \mathcal{L} \left( \frac{1}{1-x} \right) - \frac{\pi^2}{6}, \quad \text{if} \quad x < 0,
\]  

(B.3)

\[
\mathcal{L}(0) = 0, \quad \mathcal{L}(1) = \frac{\pi^2}{6}, \quad \mathcal{L}(+\infty) = \frac{\pi^2}{3}, \quad \mathcal{L}(-\infty) = -\frac{\pi^2}{6}.
\]  

(B.4)

We will use the following identity that remains true for all \( x \)

\[
\mathcal{L}(x) + \mathcal{L}(1-x) = \frac{\pi^2}{6}
\]  

(B.5)

In [41], an important identity is stated and proven. We write it with special reference to our case. Following eq. (2.1) of Kirillov, we define

\[
s(j, 2, k) = \frac{6}{\pi^2} \sum_{l=1}^{k} \mathcal{L} \left( \frac{\sin^2 \varphi}{\sin^2(l+1)\varphi} \right), \quad \varphi = \frac{(j+1)\pi}{k+2}.
\]  

(B.6)

Corollary 2.5 of Kirillov states that

\[
s(r - 1, 2, L - 2) + 1 - s(s - 1, 2, L - 1) = c_L - 24h_{r,s} + 6(r-s)(r-s+1)
\]  

(B.7)

where

\[
c_L = 1 - \frac{6}{L(L+1)}, \quad h_{r,s} = \frac{[(L+1)r - Ls]^2 - 1}{4L(L+1)}
\]  

(B.8)

and \( L, r, s \) are certain positive integers.
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